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COMPLEX ANALYSIS 1

1. HOLOMORPHIC FUNCTIONS

We begin by recalling the basic facts about the field of the complex numbers C and the power
series in the complex plane. Although we recall all the fundamental facts, we assume the reader
to be familiar with the complex numbers and the theory of power series, at least in the case of
the real line.

1.1. The complex numbers and power series. We begin by reviewing the definition and a
few algebraic facts about the complex numbers.
The set of complex numbers is defined as the field of numbers z of the form

z=x+1y,
where x,y € R and i is the imaginary unit satisfying the identity
2
1°=—1.

With this definition, and using the algebraic structure of the real field R (a copy of which is
contained in C, as the set of numbers {z : z =z +i0}), it is easy to see that C becomes a field
with the operations:

o 21+ 20 =x1 +iyr + a2 +iy2 = (z1 + x2) +i(y1 + y2) [sum];
o 2129 = (z1 +iy1) (w2 + iy2) = (122 — Y1y2) + i(T1Yy2 + 22y1) [product].
Given a complex number z € C we write
z=x+1y
where x,y € R are called the real and the imaginary part of z, resp. We also write
z = Rez, y=Imz.
Moreover, the modulus of z is the non-negative quantity
= V.
For z,w € C we have the triangle inequality
2+ w| < 2] 4 w], (1.1)
The complex conjugate of z is the complex number
Z=x—1y.
Notice that |z] = |z|.
We identify the complex field C with the plane R?, via the correspondence
Coz=x+iyw— (z,9) € R?.
This identification carries over also to be an isometry as metric spaces, if we set
de(z,w) = |z —w|.

Consequentely, we topologize C as metric space and with this topology all the properties of R?
as topological space carry over to C.

We now recall a few facts about connected sets. A subset E of a metric space is said to
be connected if it cannot be written as union of two disjoint subsets that are both open and
non-empty in the relative topology.
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It is well known that an open set in the plane is connected if and only if it is connected by
arcs, that is, any two points in the set can be joined by a polygon lying in the set. We also
remark that this characterization does not hold true if the connected set is not assumed to be
open.

A connected open set 2 C C will be called a domain.

Throughout these notes, by the notation
D(z0,7) ={z€C: |z — 2| <7} (1.2)
we will denote the open disk centered at zp and of radius » > 0, and by D(zg,r) its closure.

If we write the point (z,y) in polar coordinates the real and the imaginary parts of z we
obtain the polar form of z:

z=pcosf +ipsinf = p(cos@ + isinf). (1.3)

The non-negative number p is the length of the vector (z,y) representing z, that is, p = |z|.
We call the argument of the complex number z, and we denote it by arg z any real value 6 for
which (1.3) holds.

It is of fundamental importance to notice that the correspondence z — arg z is not a single-
valued function, since if § is a value for which (1.3) holds, we have that

z = p[cos(6 + 2km) + isin(f + 2k)]

for all k € Z. Thus, we could say that arg z is a (doubly infinite) sequence of values and that if
0 is one such value, all other values are of the form 0 + 2k, for k € Z. We will return to this
important fact in Section 3.2.

Using the expansion in power series in the complex plane for the exponential, sine and cosine
that will be fully justified in Subsection 3.1 (in particular after Prop. 3.2), we obtain Fuler’s
identity:

¥ = cos +isin, feR. (1.4)
In order to prove Euler’s identity we need the theory of power series in the complex plane.
Let {a,} be a sequence of complex numbers, n = 0,1,2,..., and let zg € C. We call power

series centered at zy the series of functions

+o0o
Zan(z —zo)". (1.5)
n=0

The following results are proven as in the well-known real case.

Proposition 1.1. (i) Let the power series (1.5) be given. If there exists ( # zo such that the
series converges, then it converges absolutely on the open disk D = {z € C : |z — zp| < |( — 20|}
Moreover, it converges uniformly in all closed disks D, = {z € C : |z — z| < r}, where
r<|C— 2.

(ii) Suppose the series converges for some ¢ # zy. There exists R € (0,+00| such that the
series converges absolutely in the open disk D = {z € C: |z — z9| < R} and if w € C is such
that |{w — zo| > R the series does not converge in w.

(#i) (Cauchy-Hadamard criterion) The value R above is called the radius of convergence of
the power series. It can be computed as 1/L, where

L = limsup |a,|*/™,

n—-+0o
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with the usual convention if L = 0 or L = 400. In the latter case, R = 0 and the series converges
only for z = zy.
(iv) (Ratio test) If the limit

n—-+00 |an|

exists, then also lim,,_, 4 5 ]an|1/" exists and it equals L.
(v) Let R > 0 or R = +o00 be the radius of convergence of the series in (1.5). Then the series
converges uniformly in every closed disks D, = {z € C : |z — z9| < r}, where r < R.

We now prove Euler’s identity (1.4).

We know that the power series defining the exponential function, the cosine and the sine have
radius of convergence +o0o. Hence the three power series converge for all complex numbers.
Observing that i2¥ = (—1)*, we have

o _ N~ o) *f (@0)%* X (i)

_l’_

pard o (2k)! (2k + 1)!

92k+1

+oo . (92k '+oo .
:kzo(_l) (zk)!ﬂkz;)(_l) 2k + 1)!

= cosf +isinf.
From Euler’s identity we obtain the exponential form of a complex number
z = pe'? . (1.6)

We recall that one uses the exponential form to obtain the n-th roots of a complex number.
If w = pe?, the n solutions of the equation w = 2" are the complex numbers

= pen @t gk =01,...n—1. (1.7)

The numbers 627”%, k=0,1,...,n— 1 are called the n-th roots of the unity.

1.2. Holomorphic functions.

Definition 1.2. Let A be an open set in C and let zp € A. A function f: A — C is said to be
(complex) differentiable at zy if the limit

lim f(Z) B f(ZO) _ f/(Zo)
z—z20  Z— 2
exists finite.
If f is differentiable at every zp in an open subset U of A, we say that f is holomorphic on U.

Although the object of our studies are the holomorphic functions, we now see a few properties
of the mere complex differentiability.

It is clear that, by the same differentiation rules as in the real case, the sum, the product and
the quotient of two functions is complex differentiable at zy € C, as long as the denominator is
non-zero, is again complex differentiable at z.
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Moreover, a function complex differentiable at zy € C is necessarly continuous in zg. For, the
definition of complex differential can be written as
. zo+h)— f(z
f(z) = lim TN =G0

h—0

where h is a complex number. Then, writing

f(z0+h) — f(20)
3 ,

f(z0+h) = f(h)=h
if f is complex differentiable at zy we obtain

f(z0+h) — f(h)
h

By the same proofs as in the real case, we obtain the same rules for the complex differentiation
of the sum, product, quotient and composition.

li — = i =0.
lim f(z0 +h) = f(20) = lim A 0

Proposition 1.3. (i) Let f,g be functions (complex) differentiable at zy, o, € C. Then
af + Bg, fg and f/g, if g(z0) # 0 are differentiable at zy and it holds that
(af +B9)'(20) = af'(20) + Bg'(20) . (f9)'(20) = ['(20)9(20) + f(20)g'(20) .
and
(f/9)'(20) = (f'(20)9(20) — f(20)9' (20)) /9" (20) -

(ii) Suppose g is differentiable zo and f is differentiable in wo = g(z0), then fog is differentiable
mn zo and

(fog)(20) = f'(9(20))9'(20) -

Proposition 1.4. Let A C C be an open set, f : A — C, and suppose that is differentiable at
z € A. Write f in terms of its real and imaginary parts f = u + iv.
Then, u and v are differentiable at (z,y) = z in the classical (real) sense and it holds that

Opu(z) = Oyv(2) (18)
Oyu(z) = —0,v(2).
Proof. Since f is differentiable in z it follows that
fz+h) = f(h) = hf'(z) + o(h)
as h — 0. Writing f = u + iv, h = a + ib we obtain that
u(z 4+ h) — u(z) = Re (hf'(z) + o(h)) = L(a, b) + o((a, b)),
for a linear function L, that is, u is differentiable (in the classical sense) in z.
If we take h to be real in the definition of the complex differential and leave y fixed, we obtain
the partial derivative of f with respect to x; that is,
_flz+h) = [(2)
/ — 1
fiz) = lim Y
Similarly, if we take a purely imaginary values ik for h, we obtain
o) — 1 1K) = 1)

k—0 ik

= 0y f(2) = Ozpu(z) +i0v(%) .

= —i0y f(2) = —i0yu(z) + Oyv(2).
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Therefore, at the point z, 0, f and 0, f must satisfy the equation
O f(2) = —i0y f(2),

which is equivalent to the system of real equations
Ozu(z) = Oyv(2)
Oyu(z) = —0,v(2),

as we wished to prove. 0O

Prop. 1.4 has a natural converse.

Proposition 1.5. Let f = u + v be defined in a ngbh of z € C. Suppose that v and v are
differentiable (in the classical sense) in z and that they satisfy equations (1.8) in z. Then f is
complex differentiable in z.
For h,k € R, using the differentiability of v and v at z = (z,y) we have,
= Oyu(z,y)h + Oyu(z,y)k + o(h, k) + i(@xv(:ﬁ, y)h + Oyv(z, y)k + o(h, k:))
= Oyu(z,y)(h +ik) + i0yv(x,y)(h +ik) + o(h, k) .

Therefore,
lim fz+h+ zk) — f(2)
h-+ik—0 h+ ik
which shows that f is complex differentiable at z. O

= Oyu(z) + i0,v(2)

The equations in (1.8) are called the Cauchy-Riemann equations. The complex equation from
which we have derived them is called complex version of the CR-~equations, precisely,

Ouf = —id,f . (1.9)

The following corollary is now obvious.

Corollary 1.6. Let A C C be open, f : A — C, and let f = u + v be its decomposition in
real and imaginary parts. Then f is holomorphic in A if and only if u and v are differentiable

(in the classical sense) in A and their partial derivatives satisfy the Cauchy-Riemann equations
(1.8) in A.

An important, although immediate, consequence of the above facts is the following proposi-
tion.

Proposition 1.7. A function f that is holomorphic on a connected open set € and such that
f'(z) =0 for z € Q, is constant.

We now define the complex vector fields
0, = %(835 — i0y)
0z = %(3,5 +1i0y) .

Writing = (2 4+ 2)/2 and y = (z — 2)/2¢ we may think a function f of the complex variable z
as depending on = and y, and hence on z and Zz, thinking the latters as independent variables.
Then, a function f = f(z,Z) turns out to satisfy the CR-equations if d;f = 0. (However, we
will not use this notation in the present notes.)
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It is worth noticing that the existence of f’(z) implies the existence of the four partial deriva-
tives in (1.8) above. Moreover, using the CR-equations we can rewrite f’(z) in four different
ways, for instance,

1(2) = 0pu(z) +id,v(z) .

Therefore,

, 2
' (2)? = |0zu(2) +i00(2)|” = [00u(2)” + [0av(2)
= Ou(2)0yv(z) — Oyu(2)0,v(2), (1.10)
that is, | f/(z)|? is the determinant jacobian of the mapping (z,y) — (u(z,y), v(z,y)).
Another consequence of (1.8) is that if the real and imaginary parts u and v admit mixed

partial derivatives (we will see that the real and imaginary parts of a holomorphic function
always do), then

Au(z) = OPu(z) + 8§u(z) =0
Av(z) = 0%v(z) + 85@(2’) =0.
The above equations simply mean that v and v are harmonic; A being the Laplace operator.

If u and v are harmonic functions and they satisfy the CR-equations (1.8), then we say that
v is the harmonic conjugate of u (or the conjugate harmonic function).

Often it will be convenient to view holomorphic functions as mappings between regions of the
complex plane.

Proposition 1.8. Let f be holomorphic in a neighborhood of a point (. Let oy, as be complex
numbers of modulo 1. Let Dy, f(C), j = 1,2, denote the directional derivative of f at ¢ in the
direction giwen by o that is,

Do f(¢) = lim f((+tay) — ()

R>t—0 t

Then | Dy, f(O)| = |Day f(O)|. If /() # 0, the oriented angle from «y to as equals the oriented
angle from Dq, f(C) to Da, f(C)-

Proof. It suffices to notice that

j=1,2.

Do F(() = lim LeH 1) = /()

R3t—0 ta,
= f(¢)ey -

The two assertions now follow. To see the equality between the oriented angles if f'(¢) # 0,

notice that
Do, f(€) _ Danl (<)

(05} (6]
so that arg(Da, £(C)) — arg(a1) = arg(Da, f()) — arg(as); that is,

arg(Da, f(C)) — arg(Da, f(C)) = arg(az) — arg(as),

as we wished to show. O

aj

A map that preserves angles between curves and their orientation is called conformal.
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The first examples of holomorphic functions are polynomials in z, p(z) = ag+ai1z+- - -+a, 2",
but not in z. For instance, the function g(z) = Z is not holomorphic, since

i g(z+h)—g(2) — lim (z+h)—2
h—0 h h—0 h
h
= lim —
o R

and such limit does not exist.

We recall that a function f is called rational if it is the quotient of two polynomials, f = p/q.
Then f is holomorphic on the set where g # 0.
1.3. Exercises.

1.1. Represent the following numbers in the complex plane finding their real and imaginary
parts, the modulus, athe argument and their complex conjugate.
z1 = —8 — 8i, z3 = 5(cos %7[' + i sin %71'), 23 =—1—1iV3, 24 = —i
2 itw

z5 =3, 26 = 4(cosm +isinm), 27 =1+1i, 23 = 5€'6

1.2. Compute the value of the following expressions and represent the point in the complex
plane:

. _2+22 i
1) —=e¢€ 5
® 1—4v3
1+ 3 —
ii —(1+2¢)(2+ 22 —

NG

1 oo 1\=6 2+
i Grg) (i) e

(iv) 2i(—1+i) + (V3 + i)3 + (1 44)(1+19).

1.3. Find all the complex numbers that satisfy the following conditions:

e (22 m(z 7)) =
(i) 2Re(z(1+i)+22=0; (i) {R( )+ Im(Z(1+20) =3

argz =T
Rez >0
(i) { ee=t (iv) Im((2—i)2)=1.
2z =4
1.4. Let z,w € C. Show that |z|, |w| < 1 implies that
z—w
<1,
1 fzﬁ‘
and that |z| < 1, |w| = 1 implies
zZ—w
“ =1
1—zw

Is the equality above true for all z,w on the unit circle, that is, for all z, w with |z| = |w| = 17
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1.5. Let f,g : R? — R? be C! functions such that their compositions are defined. Prove the
following versions of the the chain rule:

az(f og) = azf : azg + aff : azga
0:(fog)=0.f-0:9+0:f - 0:G.

1.6. Prove the Cauchy-Schwarz inequality: For z;,w;, j =1,...,n in C we have
n 2 n n
> zm| = (1) (3 ) - (1.11)
j=1 j=1 j=1

1.7. Show that that the CR-~equations in polar coordinates take the form

{ﬁpu = %891}

(1.12)
%(%u = —0pv.

[You will need to show that
0, = cos 00, + sin 60,
Op = —psin 0, + pcos 00, ,

then assume that u and v satisfy the CR equations to obtain (1.12). Viceversa, if (1.12) are
satisfied, then the CR equations hold true.]
(This fact will be used in the proof of Prop. 3.5.)
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2. COMPLEX INTEGRATION AND CAUCHY’S THEOREM

We begin with some definitions.
If f =wu+ v is a continuous complex-valued function defined on an interval [a,b] on the real

line, we set
b b b
/f(t)dtz/ U(t)dt+i/ v(t) dt .

Then the mapping f — ff f(t)dt is complex linear.

Lemma 2.1. Let f € C([a,b]). Then

b b
\/ f(t)dt\S/ £ (t)] dt .

Proof. The proof is simple. If f; f(t)dt = 0 we have nothing to prove.
Otherwise, let a € C, |o| = 1. Then

Re (oz/jf(t)dt) :/abRe(ozf(t))dtS/ab|Re(af(t))’dt
b b
< [Mfar@lat= [“1swla.

If « is chosen a = ]f; f(t)dt|/f; f(t)dt, the assertion follows. O

We recall that a parametrized curve is a piecewise C'-function v : [a,b] — C. Let Q C C be
a domain, 7 : [a,b] — C a parametrized curve with image contained in Q and let f: Q — C be
a continuous function. Then we define the line integral

/,f iz [ e 0 .

We call two parametrized curves v : [a,b] — C and o : [¢,d] — C equivalent, and we write
v ~ o, if there exists a strictly increasing differentiable function ¢ : [a,b] — [c,d] such that
a(p(t)) = ~v(t) for all ¢t € [a,b]. Notice that we require that ¢'(t) > 0 for all ¢ € [a,b]. The one
above is easily seen to be an equivalence relation in the family of parametrized curves.

We define a curve v to be an equivalence class of the parametrized curves.

We recall a few properties of the complex line integrals that can be easily obtained as in the
case of line integrals in R?:

(i) the value of the integral f,y f dz is independent of the parametrization;

(ii) if o denotes the curve (to be precise, one of whose representatives is given by the
parametrized curve) 7y(—t), with o : [-b,—a] — C, then we write 0 = —v and we

havef_vfdz:—fvfdz.
fdz:= [ fdz,
= [ e

Next we set
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and the line integrals with respect to dr and dy as

Afdm::%(//fdz+lfdz)

/fdy:zé(fvfdz—fwfdz)
v
Then, if f = u + iv we have that

/Wfdz:A(u—i—iv)dz:/(u+iv)(d:c+idy)

~

:L(udx—vdy)+i/(udy+vdx).

-
Of course we could have started from the definition of the line integral of linear differential forms
pdx + qdy and use the above equation to define the complex line integral fy fd-z.

We also consider a different line integral, with respect to arc length:

/fds—/fdz|—/f ()| dt

We remark that this one is not an oriented integral, that is, it does not depend on the orientation
of the curve v: [ f|dz[ = [ fld|.
From this definition it follows that if f is a continuous function on a curve  then

b
| / fdz| = / SO (8 d|
:
/ P 1 0] dt;

[ 1 Serrdz\. @)

We also recall the following result from the theory of line integrals in the plane R2.

that is,

Proposition 2.2. Let Q C C be a domain, pdx + qdy be a linear differential form, with p,q
continuous. The following conditions are equivalent:
(i) the line integral fv(pdaj + qdy) depends only on the end points of v for all curve v with
mmage in §;
(ii) for all closed curves 7y in fv(pdx + qdy) = 0;
(iii) (pdz + qdy) is an exact form; that is, there exists a function U € C(Q), such that
0,U =p and 0,U = q on Q.

It follows immediately that, if f is a continuous function, then f(z)dz is an ezact differential,
that is, there exists a holomorphic function F such that £/ = f on Q.

We are then led to consider the following question: When is f(z)dz = f(2)dx + if(z)dy an
exact differential? By definition there must exist a function F' on {2 have:

9 F(2) = f(2)
OyF(2) =if(z).
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In this case, F' satisfies the CR-equations (that in complex notations can be written as)
O ' = —i0,F,

and F is diffentiable, since f is continuous by assumption.
For sake of clarity, we restate the previous result in its complex version.

Proposition 2.3. Let Q2 C C be a domain, f : Q — C continuous on . Then the following
conditions are equivalent:

(i) the integral fﬂ/ fdz depends only on the end points of the curve ;
(ii) for every closed curve ~y in €, f,y fdz=0;

(iii) f s the derivative of a holomorphic function on .

Proof. The equivalence of (i) and (ii) is obvious.

Suppose (iii) holds, that f = F’ with F holomorphic on 2, then f(z)dz is an exact differential
and the result follows from Prop. 2.2.

Conversely, suppose that f7 f dz depends only on the ends points. Then, the same holds for
the integral of the real and imaginary parts of

fdz = udx — vdy + i(vdz + udy) .
By Prop. 2.2 again, there exists C'! real-valued functions U,V such that

0, U =u, 0,U = —v
0,V =v, 0,V = u.

Then, U,V are C' functions and they satisfy the CR-equations; that is, F' := U + iV is holo-
morphic and F' = 0,U +i0,V =u+iv=f. O

Corollary 2.4. Let v be a closed curve. Then, forn=0,1,2,..., and all zg € C we have

L(z—zo)"dz:O.

Proof. Let «y : [a,b] — C. Since (z — 29)" is the derivative of F(z) = n%rl(z — 20)""!, which is
then holomorphic, we have

since y(b) =~(a). O

On the other hand, a simple calculation shows that if v is the unit circle, v(t) = €%, t € [0, 27],

1
/dz:27ri.
v 7
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2.1. Cauchy’s theorem for a rectangle. We now see the simplest version of Cauchy’s The-
orem, in the case of a rectangle R={z=xz+iy: a <x <b, ¢ <y < d}. We denote by OR
the boundary of R, oriented counter-clockwise.

Theorem 2.5. Let € be a domain containing R. For any f holomorphic on € we have
fdz=0.
OR
Proof. For a rectangle R’ C Q) we write

0(R) = /8 fis.

We divide the rectangle R into 4 rectangles RV, ..., R™ by bisecting each side into two equal
segments.
Since the line integrals over the common sides cancel out, we obtain that

n(R) =n(RY) + -+ n(RY).
At least one rectangle R*®), k= 1,...,4 must satisfy

n(RW)| > [{n(R)|.
We call this rectangle R;. By repeating this construction we obtain a sequence of rectangles
Ri, Ro, ... such that:
(i) RODORI DRy D -+
(ii) [7(Rn)| = ln(Rn-1)|, so that [n(Rs)| = 47" n(R)];
(iii) if p, and d,, denote the perimeter and the diameter of R,,, respectively, and p, d the ones
of R, then p, = 27"p and d,, = 27"d.
By the Bolzano-Weierstrass theorem, N, R, is non-empty, and since d, — 0, N, R, cannot
contain two distinct points. Therefore, there exists ( € R such that N, R, = {(}.
Given e > 0, there exists § > 0 such that D(¢,d) C Q and, since the function f is holomorphic
in €2, such that
f(2) = F(Q) = (2 = O (O] < el =]
for z € D(¢,0).
Recall that, from Cor. 2.4 we know that

/aRndz:/aRn(z—C)dz:O.

Now, there exists ng such that for n > ng R,, is contained in D((,d), and then, if z € IR,
|z — ¢| < d,. Therefore, by (ii) and (iii) above,

n(Ra)| = | / () — (2= OF(©)) d]

It then follows that
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Since € > 0 was arbritary, the theorem is proven. O
We can weaken the hypotheses in the previous theorem.

Theorem 2.6. Let Q and R be as in Thm. 2.5. Let f be holomorphic in the domain € obtained
removing from € a finite number of points (j, j = 1,...,n, lying in the interior of R, and assume
that

lim (= — ) f(2) = 0

Z—>Cj

| ra==o.

Proof. We first argue that it suffices to consider the case of a single exceptional point (. In
fact, we can divide the rectangle R as finite union of rectangles R;, each containing a single
exceptional point (j, j = 1,...,n, and observe again that

forj=1,...,n. Then

fdz= fdz.
OR Jz::l OR;

So, let us assume that we have a single exceptional point ¢ inside R. We divide R as union
of nine rectangles, in such a way that the central one is a square Ry centered at ¢ and has side

lengths to be fixed. Then,
8
fdz = / fdz+ fdz
/aR dRo ]z:; OR;

:/8R0fdz

by applying Thm. 2.5 to the integrals faR]— fdz, 5=1,...,8.
Given € > 0 we fix the side lengths of Ry to be small enough so that

|z = (| If(2)[ <e
for z € ORy. We then have

\/Mfdz\:l/aRofdz\ S/aROIf(Z)\dZI

1
gs/ RN
ORo \Z—C|

< 8¢,

since Ry is a square, as an elementary argument shows. This proves the theorem. O

2.2. Cauchy’s theorem in a disk. We denote by D = D(zp,r) the open disk having center
zo and radius r > 0; that is,

D(zp,17) ={2€C: |z —2z| <r}.
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Theorem 2.7. Let f be holomorphic in an open disk D. Then

/vf(z)dz =0

for all closed curves v contained in D.

Proof. We are going to use Thm. 2.5. For any z = x + iy € D, let 0 = o, be the curve in
D consisting of the horizontal segment from (x,yo) to (x,yo) followed by the vertical segment
from (z,y0) to (z,y). Define

F(z) = / fdz.
Then F' is well defined and we can easily compute that

Oy F(2) =if(2).
By Thm. 2.5, since f is holomorphic on D, we have that

ﬂ@:LfM:Af@

where 7, is the curve consisting of the vertical segment from (zg,y0) to (xo,y) followed by
the horizontal segment from (zg,y) to (x,y). Computing the partial derivatives in x of F' we
obtain that 0,F(z) = f(z). Since the partial derivatives of F' are continuous and satisfy the
CR-equation, F' is holomorphic in D, and its derivative is f.

Therefore, f(2)dz is an exact differential and

/vf(z)dz =0

by Prop. 2.3. O

The next corollary concerns with the existence of local anti-derivative for a holomorphic
function. It follows at once from Prop. 2.3 (or, just from the proof of the previous theorem).

Corollary 2.8. If f is holomorphic in a disk D(zo, 1) then there ezists a function F' holomorphic
on the same disk such that F' = f on D(zo,r).

The conclusion of the previous theorem remains valid if we assume that there exists a finite
number of exceptional points for f in D, in the same way as in Thm. 2.6.

Theorem 2.9. Let f be holomorphic in D' obtained removing from an open disk D a finite
number of points (;, 7 =1,...,n, and assume that

lim (= = ¢))(z) = 0

/fM:O
Y

forj=1,....n. Then

for every closed curve y contained in D’.
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Proof. This proof now follows from the previous arguments. First we can reduce to the case of
a single ecceptional point (. Then we only need to make sure that the curve v does not pass
through (. Having fixed 2o € D’, given z € D', if the the rectangle with oppositive vertices in zg
and z passes through (, we can still easily define the indefinite integral F' of f on D’. We leave
the simple detail to the reader (or see Ahlfors, p. 114). O

2.3. Cauchy’s formula. We begin with the notion of index of a point with respect to a curve.

Lemma 2.10. Let v be a closed curve and let zg be a point not lying on v. Then the integral

/ dz
,YZ—ZO

is an integral multiple of 27i.

Proof. Let v : [a,b] — C and define
t A
h(t) :/ RO N
a

We wish to show that there exists an integer k such that

/ o) = 2mik.
8

zZ— 20
The function h is defined and continuous on [a, b], h(a) = 0 and
/
Y(t) — 20
on the interval [a,b] taken away a finite number of points where ~y(¢) is not differentiable. It
follows that
d

SO (0) = 20)) = MO (=K ()1 () — 20) + 7/ (1)
=0

except at those points ti,...,t, where y(t) is not differentiable. Therefore, e="®) (y(t) — z9)
is constant on each connected component of [a,b] \ {t1,...,t,}. Since e ¥ (y(t) — zg) is also
continuous, it follows that it is constant on [a, b]; that is,

e MO (y(t) —z0) = .
Since h(a) =0, ¢ = y(a) — 2o, so that
Gh(y — () — 20

v(a) — 20
Now, using the fact that v(b) = v(a) we have e/®) =1, so that
h(b) = 2mik

for some integer k. O
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Definition 2.11. We call index of a point zy with respect to a closed curve v not passing

through zg, the integer

1 dz

n(v,20) = Ind (20) := 50

~ 2= 20

The integer n(7, z9) is also called the winding number of v about zg.

Lemma 2.12. The function

1 / 1
20— —— dz
2mi )y 2 — 20

is continuous on C\ 7. In fact it is constant in every connected component of C\ v and equals
0 in every unbounded connected component.

Proof. This is elementary and it is left as an exercise. (See Exercise 2.1) O

We now come to the heart of the matter of the local properties of holomorphic functions: The
local Cauchy’s integral formula.

Theorem 2.13. Let f be holomorphic in an open disk D and let v be a closed curve in D.
Then, for every point zg not on v we have

n(7,20) f(20) = R AIC)

21 zZ— 20

dz .

gl
Proof. Let F(z) be defined on D' = D\ {2} as
0

Notice that F' is holomorphic on D’ and moreover
lim (z — 20)F(z) = lim f(z) — f(20) =0.
z—20 z—20

Therefore, we can apply Thm. 2.9 to obtain that for every closed curve v in D’

(@S, [ @) [ d
0= [IEZI 0 = 1) |

42— 20 zZ— 20

Since

d
/ ° = ’I”L(’)/, 20)27Ti )
~ Z— 20

the conclusion now follows at once. 0O

We now wish to think of the point 2y as the variable. Then we can write
1 f(Q)
=— | —>d(.
nn ) = g [ oL

If we take v to be the circle dD(zp,7), z any point inside D(zg,r), so that n(y,z) =1 (by

Lemma 2.12) and we assume f holomorphic on (that is, in a domain containing) D(zg,r), then
Cauchy’s integral formula takes the form

1) =g [ e, (2.2)
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2.4. Exercises.

2.1. Prove Lemma 2.12.

2.2. Evaluate the following line integrals:

, 2 y z
(z)/ae dz, (zz)[_22+1dz,

where o denotes the segment from i to i/2, and 7 is the the portion of the circle |z| = 2 lying in
Re z > 0 and oriented counter-clockwise. [A: (i) (14 4)/7.]

2.3. Evaluate the line integrals
/003(2/2) dz,
g

where o is a curve joining the origin with 7 + 2i. [A: e+ 1/e.]

2.4. Using Cauchy’s formula evaluate the following integrals:

e? 1
i —dz, 1 / —dz
of 5 @ [

2.5. Let v = {|z| = 3}. Evaluate the function
2w? —w — 2
o(z) = / 2w —w-2
y W=z

when |z| # 3.

2.6. (The holomorphic implicit function theorem.) Let A, B be domains in C, F': A x B — C.
Suppose that F' € C'(A x B) and that F is holomorphic in both variables separately; that is, the
function z — F(z,w) is holomorphic in A for any w € B fixed, and the function w — F(z,w)
is holomorphic in B for any fixed z € A. Suppose that

(1) (20,wo) € A x B is such that F(zp,wo) = 0;

(ii) OwF (20, wo) # 0.
Then there exist ngbh’s of U and V of zy and wqg resp., and a unique holomorphic function
f:U — V such that f(z9) = wp and F(z, f(z)) =0 for all z € U. Moreover, for z € U,

/ . azF(Z7f(Z))
P& = 5. 1)

[Hint: Identify F' with a map F : R? x R? — R2. Use formula (1.10) and Dini’s theorem. Then
use the Cauchy-Riemann equations to obtain the holomorphicity of f.]
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3. EXAMPLES OF HOLOMORPHIC FUNCTIONS
We begin by reviewing a few facts about power series in the complex plane.

3.1. Power series. We now prove that the sum of a convergent power series is a holomorphic
function in the disk of convergence.

Proposition 3.1. Let the power series Z:ﬁ% an(z — 20)"™ be given and suppose that it has

radius of convergence R > 0. Let f be the function sum of the power series, that is, f(z) =

:ﬁ% an(z — 20)".

(i) Define the derived series the power series

+oo

Z(n + Dapt+1(z —20)" .

n=0

Then the derived series has the same radius of convergence R.

(ii) Let ¢ be a point in D(zg, R). Let r > 0 be such that the closed disk D((,r) is contained
in D(z9, R). Then f admits power series expansion at C, that is, there exist complex coefficients
bi such that on the disk D((,r)

+00
Fz) = bz =)
k=0

(i1i) The function f is holomorphic in D(zg,R) = {z € C: |z — 20| < R} and it holds that

—+00

F1(z) =3+ Dagi (= - 20)"

n=0
(iv) Every derivative of f is holomorphic in D(zo,R) = {z € C : |z — 29| < R} and, for
n=20,1,..., it holds that

£ (z0) = nlay, .

Notice in particular that this means that f is sum of its Taylor series centered in zg.

Proof. Statement (i) follows at once from the Cauchy-Hadamard criterion. Since the derived
series has the same radius of convergence, it converges uniformly in the closed disks contained
in D(zp, R).

(ii) For simplicity, we may assume that zp = 0. Let r = R —|¢| > 0 and write z = ( + (2 — (),
so that

n

S= -0 =Y <Z> ¢ = 0F,

k=0

and

=3 (:0 (};ﬁ) " H e - ok) . (3.1)
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Now, for z € D((,r), let v’ = |z — (| < r, so that [(| + 7" = R’ < R. Then
" n\ . "0\ | e
an<§j <k>< ’f(z—g‘)’“)‘ §|an|2(k> <1 ¥z = ¢
k=0 k=0
n n _—
<lealy- (%) s

= lan| (I¢] +7')"
= |an|R™ .

Since R’ < R, the series "2 |a,|R™ converges, so does the series

5 e (3 e 01)]

Thus, we may interchange the summation order in (3.1) and obtain

fz) = io an (Z (Z) SREE c)’“)

n=0 k=0

S(E () o

k=0 “n=k
“+00

=) bp(z—Q)F
k=0

that converges absolutely. This proves (ii).
(iii) For simplicity, we assume again that zyp = 0. Now we show that f is holomorphic in
D(0,R). For ¢ € D(0, R) we use the power expansion at ¢ as before, we compute

FC+h) = f(C —lm [Zb (C+h—0)F Zbkg g]

C>h—0 h
= li hk —
i [Zbk )
+o0

= li bphF1

Hence, f/({) = by and f is complex differentiable at each ¢ € D(0, R); that is, f is holomorphic
in D(0, R).
Finally, (iv) is now obvious. O

We now recall the Taylor expansion of a few noticeable functions. The items (ii)-(v) serve in
particular to define the functions on the right hand sides of the equal sign.

Proposition 3.2. The following power series have sum and radius of convergence, resp.,
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(1) Z::O%Zn: 1;, r=1;
(ii) T—’L—O% ’;u =e?, r=400;
(iii) :o% (ZQ = cosh z, r=+400;
(iv) ;LHX()) (572::11) = sinh z, r=—4o0;
(V) ( )n(z;n)' = COSz = % , r = +oo;
) 2ol )n% kA eizgfiz ; r = +o0.

We conclude this part showing a few properties of the exponential function e?.
From the power series expansion, it is immediate to see that

dez:§ nznlzio 1 anl
dz n! (n—1)!
n=1 n=1
+00  p
= i' = eZ .
= n!
Setting g(z) = e*e®* for some fixed a € C, we see that
g'(2) = ee" 7 +e*(—e"7) = 0.
Hence, g(z) = ¢, for some constant ¢ € C. Since €’ = 1, g(0) = €%, so that g(z) = e® for all
z € C.
Therefore, e#e? % = e for all a, z € C, or, in other words
ea+b — eaeb
for all a,b € C.
This also implies that
1=¢ee¢"

so that e* # 0 for all z € C, and 6% =e 7.

We remark that, from Euler’s identity it now follows that the exponential function e? is
periodic of period 2mi:*

e* 2 = 2T — T i) — o (cog(y + 2m) + i sin(y + 2m)) = €% (cosy +isiny) = €.

3.2. The complex logarithm. We now define the complex logarithm.
We wish to define the inverse function of the exponential, that is to solve in « the equation

e" =z,

and then set a = log 2.

Since the exponential is never 0, z must be # 0. If z = pe?® and we write o = a + ib in real
and imaginary part, then we must have e*t® = pe?®'8% that is,

a=logo
b=argz.

1A function f(z) is said to be periodic of period T'if f(z + T) = f(z) for all z.
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Recall that arg z is not a single-valued function. Thus, for z # 0 we define log z as a multiple-
valued function as
logz = Log|z| +iargz. (3.2)

Here we denote by Logr the classical logarithm of the positive number r. This notation is
consistent with Definition 3.4 below.

Notice that, for z # 0, if § is one value of log z, all other values of log z are of the form
B + 2kmi, for k € Z. Moreover, €'°8% = 2 for all such values, while instead is not true that
log e* = z, for z # 0, since log z is not a single-valued function.

In order to define the logarithm as a single-valued function, we introduce the notion of branch;
also called determination.

Definition 3.3. If I is a multiple-valued function, we call branch of F' a single-valued continuous
function f defined on a domain D such that Fip = f.

Definition 3.4. Let S be the domain
S:C\{(—O0,0}}:{z:gew: 0>0 —m<f<m}.

We call principal branch of arg z, and we denote it by Arg z, the restriction of arg z to the domain
S such that for z =2 > 0, Argz = 0.
We define the principal branch of log z, and we denote it by Log z, the single-valued function
on S defined as
Logz = Log |z| + i Arg z . (3.3)

Notice that, in order to define arg z and log z as a single-valued functions we need to restrict
z in a domain that does not contain any circle around the origin. We have chosen to remove
the half-line (—o0, 0], called the branch cut, from the complex plane, but this clearly is not the
only choice, as we will soon see.

Proposition 3.5. Let S and log z be defined as above. Then Log z is holomorphic on S. More-
over, the derivative of Log z is the function 1/z. Thus, in particular Log z is the anti-derivative
of the holomorphic function 1/z on S.

Proof. It suffices to see that the CR-equations in polar coordinates take the form (see Exercise

1.7)
1
{?,,u L (34)

;agu = —0pv.

Clearly, the function Logz has real and imaginary parts that are C'(S) and satisfy such
equations. The last part of the statement follows from a direct computation (using again Exercise
1.7, and the fact that f'(z) = dyu(z) + i0,v(2)). O

Remark 3.6. If a1, as are non-zero complex numbers and Lz denotes a given branch of the
logarithm, then it is not in general true that L(ayag) = Lag + Las. On the other hand, it is
true that, as multiple-valued functions,

log(aiag) = logag +logay .
However, there exist two (and in fact infinite pairs of) branches L1y, L) such that

E(O&lag) = E(l)al + [:(Q)Ckg .
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The function defined in (3.3) is called the principal branch of the logarithm. We can also
define other branches of the logarithm on the same domain S by setting

Logy, z = Log |z| + i(Arg z + 2kom) .

Notice that the function z — Argz + 2kgm is the restriction to S of z — arg z that takes the
value 2kgm when 2z = z and z > 0; and notice also that Logg z is again the principal branch.

We now define other determinations of the log z using different branch cuts.
Define Sy, to be the plane taken away the half-line £ := {z = re® : r > 0}, that is, Sp, = C\¥,
and define a branch of arg z on Sy, by setting

argg, 2 = arg z,0p < argz < 0y + 2m.

Notice that S_; = S and arg__ z = Arg 2.
Now, the same definition as in (3.3) gives a holomorphic function in Sp,:

L,z = Log|z| + z'(al"g__>;590 z). (3.5)

Remark 3.7. Notice that the function Log(1 + z) is well defined and holomorphic for |z| < 1,
since then the argument of the logarithm lies in the right half plane, i.e. the principal argument
of the complex number 1+ z is between —7/2 and 7 /2 (recall that here |z| < 1). Moreover, the
derivative Log(1 + z) is the function 1/(1 + z) that has power series expansion about 0

—+00

> (1)

n=0
Integrating term by term we obtain the expansion

+o0

Log(1 + 2) = Z(—l)”“%, (3.6)
n=1

valid for |z| < 1.

Using the logarithmic function we can now define the multiple-valued function 2%, for a € C.
In fact we set

2% = elogz (3.7)

whenever log z is defined; e.g. when z € S.

When we choose a branch of the logarithm, so that we have a well-defined single-valued
function, we obtain a branch of z%; hence a single-valued holomorphic function.

We remark, as it is easy to check, that the function z® is single-valued if « is an integer, it is
finitely many-valued if « is rational, and countably infinite-valued if « is irrational.

Remark 3.8. We conclude this part with an important warning on the notation. In order
to avoid awkward notation, in the remaining of these notes, we will always use the logarithm
function as a single-valued function, and we will write log z to indicate any given branch of the
logarithm— hence with a change of notation w.r.t. the previous treatment.

The use of this notation should however cause no confusion.
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3.3. The binomial series.

Proposition 3.9. Set

<a> _ofa-1)-(a-n+1)

n n!

, form=1,2..., and <g>:1,

and define the binomial series

io (g) 2= (14 2)". (3.8)

n=0
Then, the binomial series has radius of convergence r = 1 if a is not a non-negative integer,
r =400 if « € N.

Proof. Notice that the right hand side in (3.8) is a holomorphic function at least in the region
arg(l+ z) € (—n/2,7/2), that is, Re (14 z) > 0.

If a = N € N, the binomial coefficient Z = 0 when n > N, and the series reduces to
Newton’s binomial expansion.
If « is not a non-negative integer, then all the coeffients a,, = <Z) are non-zero. By Prop.

1.1 (iV),
Anp+1
Qp,

lim

n—-4oo

— lim ‘1—9’ —1,
n—-+oo n
as we wished to show.
Finally, notice that the two functions in the equality (3.8) are holomorphic in |z| < 1 and
they coincide on the set {|z| < 1, Im z = 0}. Using the identity principle (see Subsection 4.3) it
follows that they coincide in |z| < 1. O

3.4. Exercises.

3.1. (i) Given the power series
0 n+1
a
2 wn=”
n=2 n(n N )
where a > 0. Find the radius of convergence and compute the sum of the series when a = 2.
(ii) Find the radius of convergence and compute the sum of the series

e}

1
n=1

3.2. Expand in power series the following functions about the assigned points:

f(2)227at20:0, g(Z):mat20:2i.

Determine their radii of convergence and compute £ (0) and ¢ (2i) for all n.
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3.3. Determine the radius of convergence of the following series
+oo
Z anz",
n=1

where

_ n? , (n!)3
4n 4 3n’

()a, = (logn)?, (ii)an, =n!, (iii)ay,

3.4. Determine the radius of convergence and compute the sum of the following series

—+o0 400 n
E nz" E ] 2"
n [R—

3.5. Find a branch of:
(a) log(z + ¢) that is analytic in C\ {x —i: = > 0};
(b) log(z + i) that is analytic in C\ {z —i: = < 0};
(c) log(z? + i) that is analytic at 2 = 1 — i and takes the value i37 there.

3.6. Describe the two branches of /z.



COMPLEX ANALYSIS 25

4. CONSEQUENCES OF CAUCHY’S INTEGRAL FORMULA

4.1. Expansion of a holomorphic function in Taylor series. We recall that if f is holo-
morphic in a domain Q, zp € Q and D(zp,7) C Q, v = dD(z0,7), then formula (2.2) holds:

11 f©)
- 2m’/7<—zdc

Theorem 4.1. Let f,Q, zg be as above. Then f admits power series expansion about zg. The
series converges in the largest disk D(zg, R) C .

Proof. Let 0 < 7 < R be such that D(zg,r) C Q and let v = dD(zg,r) be the circle centered at
2o and radius r. For z € D(zp,r) we have

B _ f(Q)
"~ 2mi g‘—z _W/YC—ZO_(Z_ZO)d

dc .
2772/{ ol—CZOC

Since |z — 29| < r = | — 20|, we have

Z—Zo‘
<1,
¢ — 20
so that
zZ— 20
1 — 2=20 _Z( _ >
¢—20 n=0 0

and the series converges uniformly for ¢ € v .
Therefore, we can interchange integration and summation order to obtain that

Z — 20 "
271'2 C—zo.n:O(C—ZO) d¢

= Z<2m/g_fig;n_ﬂd<>(z—z0)".

’Y

Hence,

+o00
= Zan(z —20)",
n=0

where

This concludes the proof. O

It is worth observing that in the course of the proof we only have used the continuity of the
function f on the curve . That is, we have the following.
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Proposition 4.2. Let v be a curve in the complex plane, g a continous function on . Let

" 2mi vC—2
Then f is holomorphic on C\ 7.

Proof. Let zg € C\v and let » > 0 be given by r = dist (29, ,7). For 0 <1’ < r, for z € D(29,1'),
as in the proof of Thm. 4.1 we can write

z—2z0\"
2772 C—zo.n(]((—zo) d

_Z(m/y (¢ gio;n“ d<> (= )"

This shows that f admits power series expansion about zg and converging in every disk D(zg, '),
with 7/ < dist (29,7). The conclusion now follows. O

An immediate consequence of Thm. 4.1 is the following.

Corollary 4.3. Let Q2 be a domain and let f be holomorphic in Q. Then f is indefinitely complex
differentiable in Q, that is, ™ exists on Q for alln, and hence ™ is holomorphic in Q for all
n.

Proof. 1t suffices to prove the statement for f any disk D(zp,7) C . This follows at once from
the previous Thm. 4.1 O

4.2. Further consequences of Cauchy’s integral formula. A first, classical, consequence
of Cauchy’s integral formula is the following.

Theorem 4.4. (Morera) Let f be continuous on a domain ). Suppose that

Af(() dc =0

for all closed curves v in Q2. Then, f is holomorphic in Q.

Proof. By Prop. 2.3 we know that f admits an anti-derivative F', which of course is holomorphic
on 2. By Cor. 4.3 all of the derivatives of F', so f in particular, are holomorphic on . O

Recall that for a power series expansion f(2) = > a,(z—20)" we have that (™ (z) = nla,.
Then, we just have obtained the formula

£ () = 2 / IO g

27i )., (¢ — zp)"H!
valid when v = 0D(zp,r) C Q. More generally we have

Theorem 4.5. (Cauchy’s formula for the derivatives) Let f be holomorphic in a domain
Q, z0 € Q, ( € D(z0,7) and D(zo,7) C Q, v = dD(z0,7). Then, for every n = 0,1,2,... we
have

211

n!
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Proof. By passing the differentiation under the integral sign we have

—f() 1/ f(©) dc.

2 ), (¢ — 2)?
Assuming the statement true for n — 1 we see that
d o(n- d ((n—1)! f(©)
2 p(n-1) _Z d
dzf (2) dz < 271 [Y (L ¢

_onl [ f(©)
2mi /., (¢ — z)n*L
Thus, we only need to justify that we can pass the differentiation under the integral sign. One
way to see this, we notice that

flz+h) - f(¢ 1 1
h 27rz/ (C—z—h{—z)dc

_ f(©)
S ) C o ni "
The convergence of (((—z—h)((—z))_l to (¢ —2)~2 is uniform for z € D(zg,7’), with 0 < r' < r

fixed, and ¢ € dD(zp,r). Then the conclusion follows for the first derivative. The argument is
analogous for the higher derivatives and we are done. O

dc.

Corollary 4.6. (Cauchy’s estimates) Let f be holomorphic in a domain Q, zy € Q and
D(zg,7m) CQ, v=0D(z0,7). Then, for everyn =0,1,2,... we have

Ol < sp (5. (4.2)

[¢—z0]|="

Proof. From (4.1) we have
|
£ z0)] = |2 / e

271 — 20)

n! |£(Q)]
27F/|C Zo|”+1| ¢

n!
sup [ f(Q)] n+1/ q
¥

27’[’ |C z0|—r

= sup [f(Q)].

IN

| A

This proves the corollary. O

Definition 4.7. A function f that is holomorphic on the whole complex plane C is called entire.
Corollary 4.8. (Liouville’s theorem) Let f be a bounded entire function. Then f is constant

Proof. This follows at once from Cor. 4.6. If f is bounded, there exists C' > 0 such that for all
r>0, 2z € C,
sup  [f(¢)] < C.

|¢—20|=7
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By (4.2) we have then

[ =)l < C- T
for all r > 0. Letting 7 — 400 we obtain f("(z5) =0 for n =1,2,... and all zy € C. Hence, f
is constant (by Prop. 1.7). O

Corollary 4.9. (Fundamental theorem of algebra) Let p(z) be a non-constant polynomial
of degree n. Then p(z) has exactly n-roots in C, counting multeplicity.

Proof. 1t suffices to prove that a non-constant polynomial has at least one root. Let p(z) =
ag+ a1z + -+ + apz™, with a, # 0 and n > 1, since p is assumed to be non-constant. If p did
not have any root in C the function 1/p would be entire and bounded; therefore constant, by
Cor. 4.8. It would follow that 1/p = ¢; that is, p = 1/c would be constant, a contradiction. O

We conclude this part with a very important result about the holomorphicity of a limit of
sequence of holomorphic functions.

Theorem 4.10. (Weierstrass convergence theorem) Let Q be a domain and {f,} be a
sequence of holomorphic functions on Q. Suppose that the sequence {f,} converges uniformly
on compact subsets of Q to a function f.

Then f is holomorphic on Q and the sequence {f],} converges uniformly on compact subsets
to f.
Proof. Let zg € Q, r > 0 such that D(zg,r) C Q, v = 0D(29,7) and 0 < ' < r. For z € D(29,1'),
which of course is compact in 2, by Cauchy’s formula (2.2), for all n = 1,2,... we have

£ = L [0

2w ) (-2

dc .

Since [ — z| > r —1r' = 3§y > 0, for all z € D(zp,7"), the sequence

WO T
(—z (—=z

uniformly in ¢, for ¢ € 7, which is a compact set in 2. Then we can pass to the limit under the

integral sign and obtain that
1 [ f©)
= — d
/() 27?1'%(—2 ¢

for z € D(zp,7’). Since f is continuous on 7, by Prop. 4.2 if follows that f is holomorphic on
z € D(zp,1"), for every v’ with 0 < 1’ < r. Hence f is holomorphic on D(zp,); hence on .
Next, by Cauchy’s formula for the derivatives, it follows that

roy 1 fn(Q)
fal2) = QM/W(C—Z)?CK’

for z € D(zp,r"). Arguing as before we obtain

g 1 falO) .1 f(€)
G fu(2) = lim 2m/7 -2 %= om L C-p%
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so that f](z) — f'(z), for z € Q. The convergence is also uniform on compact subsets since, for

z € D(zp,1"),
‘ 2l = ‘2772 / e dC‘

<7§gg\fn< - ‘/!C |2| e
T
Sm?ﬂﬂfn()‘ ()|

The conclusion now follows. O

4.3. The identity principle. We now diskuss some local properties of holomorphic functions.

Proposition 4.11. Let f be holomorphic on a domain 2 and let zg € Q. Suppose that
f(k)(zo):() for k=0,1,2,....

Then f =0 in .

Proof. Let D(zp,r) C Q. Then, for z € D(zg,r)

400 +oo (k)
:Zak(Z—Zo)kzzif k(‘ZO) (Z—Zo)k =0.
k=0 k=0

Then f is identically 0 in D(zp,7). Now let ©; be the set of the points in €2 such that f and all
its derivatives calculated at that point are 0, and let Qy = Q \ Q.
The argument above shows that 21 is open, while it is closed as intersection of closed sets.

Moreover it is non-empty by assumption. Since €2 is connected, 21 = 2 and therefore f = 0 in
Q. 0O

Definition 4.12. Let 2 be a domain and zy € 2. We say that a (holomorphic) function f has
a zero of order k at z = zg if

f(z0) = f'(z0) == fED(z) =0 and fP(z0) £0.
If f has a zero of order k at zy, by Taylor expansion, we can write
F(2) = (z = 20)" fi(2) (4.3)

with fi holomorphic in © and fx(z09) # 0. (The fact that fi is holomorphic in € requires just a
moment’s thought. The function fj is certainly holomorphic in the disk D(zp,7) C Q2 where the
expansion of f converges. So, fy = f/(z — 20)* is holomorphic in a ngbh of zy. On the other
hand, f/(z — 2)¥ is clearly holomorphic in Q\ D(zg,7).)

Since fj is in particular continuous, there exists § > 0 such that fi # 0 in D(zp,0). Therefore,
by (4.3) we have that

f(2) = (z = 20)" fi(2)
has a zero of order k at zy and does not vanish at any other point of D(zp, ).
Therefore, we have the following.
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Proposition 4.13. A holomorphic function f has only isolated zeros, unless f = 0.
If two functions f and g holomorphic on a domain £ coincide in infinite points having an
accumulation point in 2, then f = g on .

Proof. Let zg be a zero for f, and assume f is not identically zero. Then, f cannot have all the
derivatives vanishing at zp, so it must have a zero of finite order k. Hence,

k
f(z) = (= — 20)" fr(2)
has a zero of order k at zy and does not vanish at any other point in a suitable ngbh of zy; that
is, zp is an isolated zero.
For the second part of the statement it suffices to apply the first part to the holomorphic
function f —g. O

4.4. The open mapping theorem and the principle of maximum modulus.

Theorem 4.14. Let f be holomorphic in a ngbh of a point zo and let f'(29) # 0. Then, there
exist a ngbh U of zo and a ngbh V' of f(z0), a function g holomorphic on V such that

9(f(2)) ==
forall z € U.

Proof. It is possible to give a proof using the Taylor expansion of f at zg. By applying two
translations and then a multiplication by a non-zero constant, we may assume that zg = 0 =
f(20), and that f’(z9) = 1. Then, in a nbgh of the origin, f can be written as

+oo
f(z)=z+ Zakzk.
k=2
If such a g exists, it must have expansion
+00
g(w) = Z byw™,
n=1
and it must hold that f(g(w)) = w, for w in V! C V. Therefore,

+0o0
gw) +) " arg(w)* =w.
k=2

From this equation one can obtain the coeflicients b,, iteratively from the ax’s, and show that
the power series having the b,,’s as coeflicients has positive radius of convergence. We leave the
details as an exercise. We will provide a different proof using Rouché’s theorem, Thm. 5.26. O

Theorem 4.15. (The open mapping theorem) Let f be holomorphic and non-constant on
a domain 2. Then f is an open mapping, that is, the image of open sets through f are open.

Proof. 1t suffices to show that for every zg € (2, there exists a ngbh V of f(zp) such that f(Q)
contains V.2

2This condition would show that f(R) is open. Since the argument is independent of the open set on which f
is defined, it can be repeated for any open set A C €.
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By translation, we may assume zy = 0 and f(0) = 0. In a suitably small ngbh of 0, as in (4.3)
we may write

f(2) = 2" fin(2) = amz™ (1 + h(2))
where, since f,,,(0) # 0, a,, # 0 and h(0) = 0. Therefore, in a suitably small ngbh of 0, for a
holomorphic function h; defined in such a ngbh,

flz) = (az(l + hl(z))>m

Setting fi(z) = az(l + hl(z)), by Thm. 4.14 is locally invertible, with a holomorphic inverse.

Therefore, fi is an open mapping,® and in particular there exist an (open) nbgh U of 0 and
6 > 0 such that

fl(U) 2 D(O’(S) )
and f(z) = f1(2)",
fU) = (f1(U))" 2 D(0,6™).
Hence, f is an open mapping. O

Corollary 4.16. (Maximum modulus principle) Let Q2 be a domain, f holomorphic in Q.
Suppose there exist zg € Q and r > 0 such that D(zo,7) C Q and

[f(20)| = [f(2)|  forall z € D(z0,7).

Then f is constant in ).

Proof. Seeking a contradiction, suppose that f is not constant in 2. Then f is non-constant in
D(zp,r) (since Q2 is connected) and by the open mapping theorem

f(D(z0,7)) 2 D(f(20),96)

for some § > 0. But this contradicts the hypothesis |f(zo)| > |f(z)] for all z € D(zg,r). Hence,
f must be constant. O

4.5. The general form of Cauchy’s theorem. In Cauchy’s Thm. 2.7 we were concerned
with functions holomorphic on an open disk. We now want to present a version of that theorem
and a corresponding Cauchy’s formula for more general open sets, more precisely for a multi-
connected domain. In this section, we are not going to provide all the proofs, since the required
techniques fall aside the scope and main course of these lectures, and for lack of adequate time.
Full proofs can be found in [A] and [L], for instance.

We begin by extending the notion of line integral. Given curves 7, ...,7v, we will call chain
the union C' of the curves, that is, formally we set C =y U---U~y,, or we can also use the more
appealing notation

Moreover, recalling that, for a given curve ~, the curve —y has the opposite orientation (see the
beginning of Sec. 2), we give the following definition.

3For, if A C ) is open and g is the inverse of f, then f(A) is the inverse image of the open set A through g,
that is, f(A) = g7 (A).
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Definition 4.17. We call chain the formal expression
C=kimi+-+kym,

where k; is an integer and 71, ..., vy, are curves. We call the chain a cycle if 1, ..., 7, are closed
curves.
Given a function f continuous on the chain C defined as above we set

/Cf(z)dz ::ij f(z)d=.
j=1

Vi

Definition 4.18. Let €2 be a domain, 7,1 be curves in © such that v; : [a,0] — €, j =0, 1.
We say that 79 and ~; are homotopic if there exists a continuous function
I':[a,b] x[0,1] — Q
such that T'(-, s) is piecewise C*([a,b]) for all s € [0, 1] and
(1) ) 0) 703
(i) T'(-, 1) = 7
(iii) T'(a,s) =yo(a) =11 (a) for all s € [0,1];
(iv) T'(b, s) = v0(b) = 71(b) for all s € [0,1].

T
T

Py

Notice in particular that we require 7y and ~; to have the same end points and the same
orientation, and that I'(-, s) are curves, and that they also have the same end points and orien-
tation.

There exists also a definition of homotopy in the class of continuous functions o : [a,b] — C.
We call such functions paths. Then, two paths 01,09 contained in an open set A are said to be
homotopic in A if there exists a continuous function I' satisfying properties (i)-(iv) above (with
~1, Y2 replaced by o1, 09 resp.)

Recall that a domain € is simply connected if every closed path ¢ in §2 is homotopic to a point
zg € A.

Recall that in Def. 2.11 we defined the index of a point zg with respect to closed curve v not
passing through zg, the integer

( ) 1 / dz
n(v,z) = — )
V2 %0 2mi )., 2 — 20

Definition 4.19. Let Q be a domain and let =1,y be curves in 2. We say that 1,7 are
homologous in ) if

n(v1, z0) = n(y2, 20) , for all zp € C\ Q2.

In this case we write 71 ~ v2 (mod Q).
We say that a curve v is homologous to 0 in € if

n(vy,z0) =0, for all zp € C\ Q.

These definitions can be extended to chains in an obvious manner, since n(y; + 2, 20) =
n(y1, 20) +n(v2, z0). Notice that the relation ~ of homologous curves is an equivalence relation.

We now compare the definition of homotopy and homology between curves.
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Lemma 4.20. Let ) be a domain, v a closed curve in . If v is homotopic to a point zg € €,
then v is homologous to 0 in €.

Proof. Let T'(t,s) be the homotopy of v to zp, so that I'(-,0) = ~ and I'(,1) = zp. Write
(-, s) =vs. Let (o € C\ Q. Now we claim that the function

G :[0,1] 3 s — n(ys, G)

is continuous. For, we observe that the function 1/(¢ — (p) is holomorphic in € since (y & .
Next, if 6 > 0 is chosen small enough, if |s; — s2| < § there exist finitely many disks Dy, ..., D,
whose union contains s, and 7, and it is contained in 2. Then the holomorphic function
1/(z —(p) admits anti-derivative in Dy U---U D,,, by virtue of Cor. 2.8. This easily implies that
L /(€= Go)de = [, 1/(C = Go)dc.

Then, G is a continuous function taking integer values, so it must be constant on [0, 1].
Therefore, G(0) = G(1), that is,

1 1
n(7’§0):mAzO}C_COdC:07

forall (o e C\ Q. O

The converse of the statement in the lemma is not true. It is easy to provide a counterexample.
Consider the domain 2 given by the plane taken away two points, say the origin and zg = 2.
Let ~ be the close curve consisting of the circle 9D(0,1) starting and z = 1 followed by the
circle 9D(1,1) starting at z = 1, and then and the circle 9D(0, 1) followed by the circle D(1,1)
this time each covered in the opposite direction with respect to the first time. This curve is
homologous to 0 in £2, but cannot be continuosly deformed to a point without leaving €2, i.e. it
is not homotopic to a point in 2.

The previous statement can also be rephrased as if two closed curves 71,2 are homotopic in
), then they are homologous— it suffices to consider the closed curve v = v; U {—72}.

We have the following characterization of simply connectivity.

Theorem 4.21. A domain Q is simply connected if and only if n(C, zo) = 0 for all cycles C in
Q and all zp € C\ Q.

Proof. The necessity follows from Lemma 4.20, applied to each closed curve v part of the given
cycle C.
For the sufficiency we refer to [A], Thm. 14 in Section 4.2. O

The proof of the sufficiency in the previous theorem also uses the following classical result
that, although very intuitive, requires a long and delicate argument.

We call Jordan curve a homeomorphic image of the unit circle D. (Hence, a simple curve is
a Jordan curve.)*

Theorem 4.22. (Jordan curve Thm.) Given a Jordan curve vy, the open set C\ v is union
of two disjoint connected open sets Uy, U,,, one being bounded and the other one unbounded, both
having as boundary the curve v. We call the interior of vy the bounded open connected component

Up of C\ 7.

A proof of this theorem, in its full generality, can be found in an algebraic topology textbook, such as Algebraic
Topology, by E. H. Spanier, Springer Ed., p. 198.
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The significance of the notion of homologous curves resides in the general form of Cauchy’s
theorem.

Theorem 4.23. (General form of Cauchy’s Thm.) Let Q be a domain. Then for all
functions f holomorphic in Q and cycles v homologous to 0 in Q) we have

/j(@@:o.

Proof. We present an argument due to Beardon. The reader can find the complete details in
[A], Subsection 4.5 in Ch. 4.

It is easy to see that we may assume that ) is bounded. Let O be the collection of dyadic
squares in R? (that we identify with C as usual) of side length 27% &k € N. Let Q be the
collection of all squares in Qj, that are contained in € and let

Q) = U Q.
QeQ
Then Q; C Q and dist (2, 0Q) < v/227F.
Let v a cycle homologous to 0 in §2 be given. We choose k large enough so that ~ is contained
in Q. The boundary of € is a finite union of closed polygonal curves, and we denote it by
0€,. Notice that

0 =Y 0Q.
QeQ
Let ¢ € Q\ Q. It follows that n(dQy,¢) = 0. For, there exists Q € Qj, \ Q such that ¢ € Q.
Now, Q contains points in €, say (g. The points ¢ and (p can be joined by a line segment that
does not meet -y, since « is contained in €. Since n(y,(y) = 0, it follows that n(y,¢) = 0, for
all ¢ € Q\ Q. In particular, n(v,¢) = 0 for all { € 9.
Next, let f be holomorphic in Q. Let z € Q. If z € Qq, for some @y € Q (that is, lies in the
interior of one square @), then

RIS dc = flz) i@ =Qo
273 Jog € — 2 0 if Q#Qo,

and hence

10 =5 [ I ac

Since both sides of the identity above are continuous function of z, it follows that the identity
holds true for all z € €.

Therefore,

where we have switched the integration order since the integrands are continuous functions of z
and ¢, and since the last inner integral on the right hand side is —n(~, () = 0.
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This proves the theorem. O

In some special cases, the idea of the proof of the previous theorem can be illustrated by the
following lemma that reduces the integration along a general curve to the integration over a
number of circles.

Lemma 4.24. Let Q = \ {z1,...,2n}, where Q is a domain and z1,...,z, € Q. Let v be
curve in £, homologous to 0 in Q.

Then, there exist 6; > 0, j = 1,...,n such that the closed disks D(zj,r;) are all contained
in Q and are all disjoint, and if v = 0D(zj,75), j = 1,...,n, then v is homologous to cycle
o =30 n(y, 2)7; in K.

An obvious consequence of the Thm. 4.23 is the following.

Corollary 4.25. Let Q) and f be as above and let v be a curve homotopic to a point in Q2. Then

[Yf(z)dz:o.

We apply this corollary to define the logarithm of a non-zero holomorphic function on a simply
connected domain.

Corollary 4.26. Let Q) be a simply connected domain and let f be holomorphic on §2. Suppose
that f(z) # 0 for all z € Q. Then log f(2) is a well defined function on Q and it is holomorphic.

Proof. The function f’(z)/f(z) is holomorphic on Q. Since € is simply connected,

!/
/ r'(z) dz=0
X f(2)
for all closed curves v in 2. Hence, by Prop. 2.3, there exists a holomorphic function g on
such that )
e

/
g9(2) )
We may choose g so that g(z9) = log f(20) (since f(z) # 0 for all z € Q and since g was defined
only up to an additive constant).
We wish to show that g(z) = log f(2), that is, e9®*) = f(z). We consider the function
f(2)e9) and compute its derivative:

L (@) = (56) - £(2)g' () e
0.

dz

Hence f(z)e 9(*) = C is constant on € (since in particular it is connected), and C # 0. By our
previous choice,

C = f(zp)e 930 =1,
Therefore,
() = e

and we are done. O
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4.6. Exercises.

4.1. State and prove a holomorphic version of de ’'Hopital’s rule.

4.2. Let |z20] < r < |wo| and let v be the circle of radius r centered at the origin, oriented
counter-clockwise. Show that

/ 1 211
dz = .
~ (2= 20)(2z — wo) 20 — Wo

4.3. Let a > 0. Show that each of the following series of functions represents a holomorphic
function:

(i) S e~z for Rez > 0;

(i) S ﬁ for Rez > 0;

(iil) 3279 (a +n)~% for Rez > 1.

n=1

4.4. Determine the set
Q={z€C: —m<arg(e*+1) <7}

(that is, e* + 1 & (—00,0]). Show that the function v/e* + 1 is well defined and holomorphic on
Q. (Cfr. Cor. 4.25.)
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5. ISOLATED SINGULARITIES OF HOLOMORPHIC FUNCTIONS

Definition 5.1. We call a Laurent series a doubly infinite series

—+00

Z an(z — z0)" .

n=-—o0o

We say that such a series converges (absolutely, uniformly, resp.) if each of the two series
—+00 —00

Z an(z — 20)" and Z an(z — 20)"

n=0

n=-—1

converge (absolutely, uniformly, resp.).

We denote by A, r(20) = {2z : r < |z — 29| < R} the annulus centered at zy, with the obvious
conventions if r, R = 0, 4o00.

Theorem 5.2. Let f be holomorphic in A = A, r(29). Then f admits Laurent expansion about
20
+oo

fz)= > anlz—z2)". (5.1)

n=—00
The double series converges absolutely and uniformly on compact subsets of A, r(20); hence in
particular on all closed annuli A 5(z0) where r < s < S < R. Moreover,

S Q4
;

= omi ) (¢ — zp)n+1

forn € Z and v, = 0D(zy,p), 7 < p < R.
The expansion (5.1) is unique.

Proof. We may assume zg = 0.
Let 5,5 be such that r < s < S < R and consider the annulus A, g C A. Since —vs U g is
homologous to 0 in A, where v, = 0D(0, p) is oriented counter-clockwise, and n(vy,z) = 1 for

z € Ag g, it follows that
_ 1 fQ . 1 f(<)
1) =g | Fodc 5 [ Fac

2 ) (-2 2
for z € Ay 5. The proof now proceeds as in the proof of Thm. 4.1. For ¢ € v, that is, for
IC| = s < |z] we write
1 1 1 1 <X ¢n

C—z__;.l—C/z_ B

while for ¢ € vg, i.e. |(| =5 > |z|, we have

1 1 X

1
(—z ( 1-z/¢ &l
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The uniform convergence of the series shows that

fz) = Z 27 / 1 C"+1 dc + Z 27 / 1 z"+1
(1 [ ¢ £(C)
B 7§<2m’ / G dC) * Z (271'2 N dC) 2,

for z € A, 5.
Hence, we have obtained that for z € A g(20)
+0o0
F) =Y an(z—20)",
where £0)
1
— — if
W i %(C_ZO)nH ¢ ifn <0
) L f(©)

— 2 ifn>0.
i g Gy 6 2D

The proof will be complete if we show that the value of
1
1O g

2771’2’ Yp (( - ZO)n+1

is independent of p, for r < p < R. But this is immediate, since if we set v = ~,, U{—7,,}, with
r < p1,p2 < R, then ~ is a curve (more precisely, a cycle) homologous to 0 in A so that

f(¢
/7 (= 20;”“ =0

Theorem 5.3. (Riemann removable singularity Thm.) Let Q be a domain, zyp € €,
QO = Q\ {z20}. If f in holomorphic in ', then there exists F holomorphic in 2 such that
F,, = [ if and only if f is bounded in a ngbh of zo.

and we are done. O

Proof. Tt is clear that if the extension F' exists, this is unique (since F(zp) must be equal to
lim,_,,, F(z) =lim,_,, f(z)).
Since zq is an isolated singularity for f,

STA f(©) "
and we wish to show that a, = 5 in d¢ =0, for n < —1.

2mi Jy, ((—20)" Tt
Using the fact that f({) is bounded for |¢ — zo| — 0, we have

L (2 | £ (20 + pe) c
— " pdf < —.
— 27-‘-/ pn-i-l p -

Since p can be chosen arbitrarily small, a,, = 0 for n < —1.
The converse is obvious. O

lan| <

i)
3
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Definition 5.4. Let Q = {2z : 0 < |z — 29| < r} and let f be holomorphic in Q. If
lim [f(z)| = 400
z—20

we say that zg is a pole for f.

Proposition 5.5. Let ) be as above and f holomorphic in Q. Then, f has a pole in zq if and
only if the Laurent expansion of f about zy is given by
+00
F) = Y an(z—20)"
n=-—m

with m > 1 and a—_py # 0. The integer m is called the order of the pole.

Proof. If f has the expansion above, that it is immediate to see that z = zg is a pole.

Conversely, since f is holomorphic in Q, assuming that f # 0, there exists ' > 0 such that
f(z) #0for zin {0 < |z—2zp| < r'}. Then set g(z) = 1/f(z) is holomorphic in {0 < |z — 2| < 7'}
and it is bounded as z — zy. Then g has a removable singularity in z = zy. Calling g the
holomorphic extension, it holds that g(zp) = 0. Let m be the order of vanishing of ¢ in zy, that
is

9(2) = (2 = 20)" gm(2),

with gy, holomorphic and g,,(z0) # 0. Then,

f(z) = — L L,

(z = 20)™  gm(z0) (2 — 20)™

where f is holomorphic in in {|z — 20| < 7'} and f(z) #0. O

Definition 5.6. A function f that is holomorphic in a domain 2\ S, where S is union of isolated
points in 2 in which f has poles, is called a meromorphic function on €.

Definition 5.7. Let Q@ = {z: 0 < |z — 29| < r}, f holomorphic in Q. We say that f has an
essential singularity in zo if lim,_,,, f(z) does not exist.

Theorem 5.8. (Casorati-Weierstrass Thm.) Let f be holomorphic in {0 < |z—zp| < 7} and
let f have an essential singularity in z = zo. Then for each € > 0, the set f({O < |z — 20| < 6})
is dense in C.

Proof. Seeking a contradiction suppose that there exist wg € C, §,¢ > 0 such that

|f(z) —wo| > 6
for all z € A= {0 < |z — 20| < ¢}. Then, the function

1
9(2) =

B =5
is holomorphic in A and is bounded there. Hence, g has a removable singularity in zg and 1/g
has at most a pole in z = zy. Then,

1
f=—+wo
g
has at most a pole in z = zgp, a contradiction. O

We mention that a much more precise result holds true. However its proof requires techniques
that are not currently available to us. Consequentely, we state what is called the Great Picard
Theorem, but we defer its proof to [C, Thm. 4.2 Ch. XII].
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Theorem 5.9. (The Great Picard Thm.) Let f be a holomorphic function having an essen-
tial singularity at zg. Then, in each ngbh of zy (the point zy excluded), f assumes every complex
value, with at most one exception, infinitely many times.

We now want to study the behaviour of a holomorphic funciton at the “point at oo”, that is,
for |z| — +oc.
Let Q be a domain such that for some R > 0, Q D {z: |z| > R}. Consider now the open set

O={zeC:1/2€Q},
which is the image of  \ {0} through the mapping z — 1. Then @' 2 {z: 0 < |2| < 1/R}.
Definition 5.10. Let Q, € be as above. Let f be holomorphic in © and set g(z) = f(1/2) for
z € V. We say that
(i) f has a removable singularity at oo,

(ii) f has a pole at oo,

(iii) f has an essential singularity at oo,
resp., if g has a removable singularity, a pole, or an essential singularity at z = 0, resp.
Proposition 5.11. Let f be an entire function. Then lim,_, . |f(2)| = 400 if and only if f

has a pole at oo, if and only if f is a polynomial. The function f has a removable singularity at
oo if and only if f is constant.

Proof. Since f is entire, f(z) = :O% anz", z € C. Hence,
—0o0
g(z) = f(1/2) = Zanz ”:Za_nz",
n=0

for all z € C\ {0}. By the uniqueness of the Laurent expansion, the conclusions now follow. 0O

5.1. The residue theorem. Recall Cauchy’s formula: If €2 is a domain, f holomorphic in {2
and « is a curve homologous to 0 in {2, then

n(%Z)f(Z)—l./ /) ¢, z€Q.

27t ), ( — z
Now we consider the case in which f is holomorphic in € except at most in finitely many
points z1, ..., 2, in which f has isolated singularities. Recall that f admits Laurent expansion

at each of the z;’s

f(z) = Z an(z —20)", z€{0 < |z —zj| <rj},

for suitable rj, j =1,...,n.

Definition 5.12. With the notation above, we call the coefficient a_; the residue of f at z;
and we write

a_1 = Resf(zj).
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Theorem 5.13. (The Residue Thm.) Let Q be a domain, f holomorphic in Q except at
finitely many points z1,...,zn, € Q. Let vy be a curve homologous to 0 in , z; & im(y) for
j=1,...,n. Then

/ F(Q)d¢ = 2mi' Y n(y, ) Resy(z5) (5.2)
:

Jj=1

Proof. The proof relies on Lemma 4.24 (that we did not prove). By the lemma,
[ 1@ac =Y ntrz) [ f@rdc.
Y j=1 Vi

Next, if we expand f in Laurent series about z; we have

400 o0
/ > alC—z)de= ) ak/ (¢ —2)*d¢
Vi k=—c0 k=—o00 Vi
= 27TiCL_1 .

This proves the theorem. O

Remark 5.14. If f has a pole of order m in z = 2g, then

d \m—1
Resy () = oy (72) (2= 2002 o). (5.3)
For, if f has expansion f(z) =Y a,(z — 20)", then

+0o0

()" (@) e = (2)" (X a2 o)

_ Ayl s k
NG >

=(m—1)la_q,
as we wished to show.

Example 5.15. Let
2

& =tre-

Then Resg(1) = 3/4.

This can be computed by expanding Zﬁfl about z = 1, expansion that is
1 3
i GV | ST
5+ 4(2 )+

Hence, by the previous Remark,

Res;(1) = %( G )) = %
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5.2. The Riemann sphere. We now wish to describe the behaviour of a function f that is
holomorphic in a domain {|z| > R}, as |z| — oo. To this end we introduce the so-called Riemann
sphere, that is, the one-point compactification of C.

We set

Co = CU {0}
defining a neighborhood system for {oco} the sets
Vr={2€C: |z]| > R} U{o0}.

Definition 5.16. If we let S? to be the sphere in R3?, centered in (0,0,1/2) and of radius 1/2.
We embed C in R3 by identifying it with the x,y-plane z = 0. Consider the segment starting
at the north pole N = (0,0, 1), intersecting the sphere at the point s € S2, s # N and the plane
z =0 at a point zs, and defining zy = oc.

We call stereographic projection the mapping

P:5?3s 5, € Cq.
It is easy to the explicit formula for the stereographic projection:

1 + 179

z = P(x1,x9,23) = ——

and its inverse

P1(2) (z+2 z—Z |z|21)
z) = .
L4227 (1 + 12?7 |2+ 1

Moreover, the chordal distance on the sphere induces a distance in Cy, (that is bounded, since
C is compact) given by, for z,w € C.

2|z — w|
VP A+ [wP)

d(z,w) =

and
2

V1t 22

We leave the elmentary, straightforward details to the reader.

d(z,00) =

We go back to the analysis of isolated singularities at oo.

Definition 5.17. Let f be holomorphic in the set {|z| > R} for some R > 0. We say that
f has a removable singularity, a pole or an essential singularity at oo, resp. if the function
g(z) = f(1/2) has a removable singularity, a pole or an essential singularity at z = 0, resp.

We define the residue of f at co the residue of the function h(z) :== —% f(1/2) at z = 0:

Resf(0o) = Resy(0) .
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5.3. Evalutation of definite integrals. We will make use of the residue theorem to evaluate
definite real integrals.

Theorem 5.18. Let f: R — C be a continuous function that is the restriction of a function,
still denoted by f, meromorphic on the upper half plane

U={z=xz+iy:y>0}
and having a finite number of poles in U. Suppose there exist C,e, R > 0 such that

C
)1 < [ for |2 = R.
Then
400
f(z)dx = 2mi Z Resg(z;) .
—0o0 zj-pole for f
ZjEM

Proof. (See [L] Thm 2.1 page 192). O

As an example we compute the following integral

+o0 1
o +x

The function f is the restriction to the real line of the meromorphic function f(z) = 1/(1 + 2%),
that has simple poles in 21 .4 = +eim/ 4,:tei3”/ 4. The residues at the points with positive
imaginary parts are easily computed as

Resf(eifr/4) = lim (Z _ ez’7r/4)f(z) _ %6—i37r/4

z—eim/4
and
ReSf(ei?”TM) = lim (z-— ei3”/4)f(z) _ _ieﬂ-gm/;l.
z—ei3/4
Therefore,

too T
s x V2

Theorem 5.19. Let R = R(z,y) be a rational function in two variables (xz,y), continuous on
the unit circle {x% +y?> = 1}. Let

2m
I:/ R(cos,sin6) do
0

Then,
I =2mi Z Resg(z;),
ijole for f
szD(O,l)
where

R((z+1/2)/2. (2= 1/2)/2i)

(74

flz) =
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Proof. This integral can be easily transformed into a complex line integral of a meromorphic

function, as follows. '
Notice that, for z = ¢ € 9D(0,1)

e 4e® 241/
9 pu— pu—
cos 5 5

L L
inf = = .
o 2i 2i

Therefore, the integral I above equals
2™ R(cos 6, sin 0)
0 7et0
_ / R((z+1/2)/2,(z — 1/2)/2i) "
aD(0,1)

(74

I= ie' dp

= 2mi Z Res¢(z;),

ijole for f
z]-ED(O,l)

and f(z) is as in the statement. 0O

Example 5.20. As an example we compute

2 1
I:/ ——df
o a-+cosf
for |a| > 1.

By the reasoning above we have that

I =2mi Z Resy(zj)

z;€D(0,1)
where
1 1 2 1
/() iz oa+(2+1/2)/2 i 2+2az+1
2 1

i (et V@) (z+a—-Vai 1)

Notice that f has simple poles at the points z4+ = —a + va? — 1, of which only 2, = —a +
va? —1¢€ D(0,1), and where f has residue

1
Resf(z1) = ——.
rz+) ivaz—1
Therefore,
[ _ 2
a? -1

A third class of definite integrals we present is given by the Fourier transform.
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Theorem 5.21. Let R(z) be a rational function having finitely many poles, none of which on
the real line and such that |R(z)| < C/|z| as |z| — 400, for some C > 0. Then
+oo
R(z)e™ dx = Z Resp(z)ei= (25) -

—o© Imz;>0

Proof. We integrate over OR, where R is the rectangle in R? of vertices (b,0), (b, b+iy), (a, a+iy)
and (a,0), where a,b,y € R, and we let a — —oo and b — +oo with y > 0 large enough so that
R contains all the poles of R in the upper half-plane U.
Then, it suffices to show that
+oo

lim / R(z)e¥ dz = R(x)e™ dx,
a——00,b,y—+0co J9R —o0
that is, that the limit of the integrals over the two lateral sides and over the top side of the
rectangle are all 0.
We begin by showing that the integrals over the two vertical sides can be made arbitrarely
small, independetly of y. Let o denote the right vertical segment. Then

‘/R ”dz _(/ R(b + it)et™ tdt( / et dt
0 ‘b+lt|

with C independent of y.
The same argument gives analogous bound for the other vertical side.
Next, let o, denote the segment from z = b+ iy to 2 = a +iy. We have

[ vl =| [ ool <

< Ce Y(b—a) '
Y
Therefore, given € > 0 we can select a, b,y so that
) +o0 ) —Y(p —
‘ R(z)e"* dz — / R(z)e| < ¢ + = + Cetb-a)
OR —00 b |CL| Yy

<e.

This gives the conclusion. O

We have a similar result also in the case of R(z) having poles on the real line, but only if the
poles are simple.

Example 5.22. As an example in case of a simple pole on the real line, we compute

+oo iz
e
I:/ —dx,
oo T

+00 3
/ Y de =T (5.4)
0 2

and obtain as a consequence that

X
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The other cases can be treated in a similar fashion.

—€ R eix
I= lim </ +/ > dz .
e—0t,R—+oco \J_R e x

Let vr be the closed curve defined by g = (&, R)UogrU(—R, —¢)U{—0.}, where (a,b) denotes

the segment from a to b, and o g the upper semi-circle, centered at the origin, of radius r > 0 with

counter-clockwise orientation. Let U be the interior of yg . (see Thm. 4.22 for terminology).
Since e*/z has no singularity in U, for all R, > 0,

iz
0 :/ 6—alz
TR,e z
oo L)
OR (—R,—¢) o (e,R)/ #

¥
lim —dz=0,

R—+o00 oR z

12 T | iz T ' /2 .
’ / 67 dZ‘ S / MRdQ — / e—RSIH@ do = 2/ e—RSlne de
or * 0 R 0 0
_ /7r/2 6_2R9/7r do = 1(1 _ G_R)
~Jo R

that tends to 0 as R — +oo. Indeed, the last inequality in the display above holds true since,
i 2
if0 e [0,71'/2], sinf > %0, S0 that e fsind < o~ R20

We write I as

Now,

since

Next,
eiz ™ . ..
lim [ —dz=1lim [ ¢*(cost+ising qg
e—0 oe % e—0 Jo
=T,
Therefore,
—& R eix
lim + —dx =1im,
e—0, R—4o00 R c T
that is,

+o0 61'90
/ —dx =1im.
o0 T

5This equality is sometimes refered to as Jordan’s Lemma.
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As a consequence we obtain that,

+00 o3 +00 o3
sinx 1 sin x
der = — dzx
0 z 2)_ o =

1 —€ R T
= — lim </ —i—/ )e dx
21 e—0, R—+400 R e xT

™

5

This proves (5.4).

We conclude this part with another example that will be used in the proof of Jensen’s formula,
Thm. 8.16.

Example 5.23. For all 0 < r < 1 we have

2m )
/ log|1 —re|dh = 0.
0

The function f(z) = log(ii_m) when 7 < 1 is holomorphic on D(0,1) and

z

2
0 =Re (Z)dZ:/ log |1 —re'| df .
oD 0

If r =1, f is holomorphic in a nbgh of D(0,1) \ D(1,¢). Let . be the curve boundary of such
set, so that

f(z)dz=0
Ve
for all € > 0. Letting ¢ — 0 and observing that the integral over the portion of dD(1,¢) of f
tends to 0, we obtain the desired conclusion.

Example 5.24. We have
/ logsinfdf = —mlog2. (5.5)
0

As a consequence we also re-obtain that

21 )
/ log|1l —e?|do =0.
0

For,
2m ) 1 2m ) 1 2w
/ log\l—e’9|d9:/ log|1—6192d9:/ log (2(1 — cos6)) df
0 2.Jo 2.Jo
1 2m 1 2m
=3 / log (4sin*(0/2)) df = wlog4 + 2/ log (sin*(6/2)) df
0 0

™
=27 log?2 +2/ log(sint)dt =0,
0

if (5.5) holds.
In order to prove (5.5), we consider the function

1—e?* = —2ie%sinz.
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Since
1—e?* =1—e % (cos2x + isin2z),
this function is real and negative only when x = nm and y < 0.

Now we integrate over the curve given by the rectangle with vertices the A = 0, B = m,
C=n+iR, D =1iR, for R > 0 and letting R — +00. Actually we need to avoid the origin and
the point 7. So, near the origin and 7, we follow clockiwise circles centered at 0 and 7 resp., of
radius ¢, for angles of /4. We leave the details to the reader as an exercise (or see [A], p. 160.)

5.4. The argument principle and Rouché’s theorem. Consider a function f meromorphic
in a domain Q. Let zg € £ be either a zero or a pole for f We define the order of f at zg,
ord (f; z0) to be the order of vanishing of f at zg if zg is a zero, and minus the order of the pole,
if zg is a pole for f.

Theorem 5.25. (The argument principle) Let Q) be a domain, f be a meromorphic function
in . Let v be a curve in £ homologous to 0 in 2, and suppose no zero or pole of f lies on .

Then
1)
2mi J, f(2)

where the sum ranges over the zeros and poles of f in €.

dz = 3" nl,z)ord (£ %),

2j

Proof. Notice that there can be only finitely many zeros and poles in the bounded connected
components of Q \ 7. Hence, we may assume that f has finitely many zeros and poles in (2.
Suppose zq is a zero of order k for f. Then we can write

f(z) = (z = 20)" fil2),
where f; is holomorphic in a ngbh of zy (and meromorphic in Q) and f1(zp) # 0. Then

F1(2) = k(z = 20)" " f1(2) + (2 = 20)" fi(2),

/! !/
f(z) z—20 fi(z) =z—2
where h; is a function holomorphic in a ngbh of zy. Therefore, f’/f has a simple pole in 2y with
residue equal to k, with k& = ord (f; 20).
Suppose now zg is a pole of order m > 0 for f. Then

1

so that

f(z) = ﬁfﬂz) )
(z — 20)
where fy is holomorphic in a ngbh of zp and fa2(zp) # 0. Then,
] B 1 1 ,
f (Z) - _m(Z — Zo)m+1 fQ(Z) + (Z — Z(])m 2(2) PR

so that (2) 102
z —-m (2 —m
= + = + ha(2),
EREET A O
where hy is holomorphic in a nbgh of zy. Hence, f’/f has a simple pole in 2y with residue equal
to —m, with —m = ord (f; z0)-
The conclusion now follows from the residue theorem. O
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A simple, but far-reaching result is Rouché’s theorem.

Theorem 5.26. (Rouché’s Thm.) Let v be a curve in 2, homologous to 0 in Q and such that
n(v,z) =0 orn(y,z) =1 for any point z not on ~y. Let f,g be holomorphic functions in 2 such
that

1£(2) —g(2)| <[f(2)]
for all z € v. Then f and g have the same number of zeros in the interior of v, counting
multeplicity.

Proof. Notice that, by assumption, neither f nor g can vanish on . Moreover,
9(2)
f(z)

for z € v. Let F(z) = g(z)/f(z) and consider ¢ = F o~. Then o is a curve, whose image is
contained in the circle centered at z = 1 and of radius 1. Notice also that,

Fl B g/ f/

F g f

—1‘<1

Therefore,

1 1 [ 1
“dy = —
2mi J, F(v(t))

F'(y(£)y (t) dt

The conclusion now follows from the argument principle. O

5.5. Consequences of Rouché’s theorem. We now show that if f is holomorphic in a ngbh
of a point zg and f’(z9) # 0, then f admits a local inverse— that is, we prove Thm. 4.14.

Proof of Thm. 4.14. Without loss of generality, we may assume that zp = 0 f(0) = 0 and

J/(0) = 1.9
Then,
+o0
flz)=z+ Zanz”.
n=2
Hence,

£ () = 2| = |2lP|ha(2)]

for some holomorphic function Aj; that is,
f(2) = 2| < erlz]?,

for |z] < R (where R > 0 is selected so that f is holomorphic in 2 and D(0, R) C Q).
Let o € C, || < 0/2, with 6 > 0 to be selected later. Set

fa(2) = f(2) — a, ga(2) =2z — «,

6Exercise: Show that we can make this reduction.
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so that
fa(2) = ga(2)| = |f(2) = 2| S 1]z,
for |z] < R.
We wish to obtain the inequality

c1fz? = €16% < |ga(2)] (5.6)
when |z| = . But, |ga(2)| = |z —a| > § — |a| > §/2, so that, in order to obtain (5.6) it suffices
that ¢;0% < g, ie.

1
0 < o—
201
that we can always choose.
Thus, for such a ¢ and |z| =4,

[fa(2) = ga(2)| < lga(2)],
and by Rouché’s Thm., f, and g, have the same number of zeros in |z| < §. It follows that the
equation f(z) = « has exactly one solution in {|z| < 0} for all a with |«| < /2. Let
U={z:|z] <6, and |f(z)| < §/2}.

Then U is open and we have shown that f : U — D(0,0/2) is a bijection. The same argument
also proves that f is an open mapping in U. Then ¢ = f~! is continuous. Finally, we show that
¢ is also holomorphic. We have,

i S elw) o smm 1
w—w1 w — wy z2—21 f(Z) - f(Zl) f/(zl) ’

since f'(z1) # 0, for z; in a ngbh of 20 =0. O

Theorem 5.27. Let Q C C be a domain, {f,} a sequence of holomorphic functions converging
uniformly on compact subsets of Q to f #£ 0. Then, for each zy € QQ, there exists eg > 0 such
that for all 0 < € < gqg there exists ne such that for all n > ng, f, and f have the same number
of zeros in D(zo,€).

Proof. Let zy € Q. Since, f # 0, there exists €9 > 0 such that f vanishes in D(zp,ep) at most in
zop. For each 0 < e < gq, let
me = inf ’f(2)| )

|z—z0|=¢
so that me > 0 for 0 < € < gg. By the uniform convergence on compact subsets of €2, there
exists ng such that for n > ng,

Me

£ = ful2) < B for 2 € Dzizo).

Hence, |f(2) — fu(2)| < |f(2)| for |z — z9| = € and n > n. and the result follows from Rouché’s
Thm. O

The following corollary, known as Hurwitz’s Thm., follows immediately.

Corollary 5.28. (Hurwitz’s Thm.) Let Q C C be a domain, {f.} a sequence of holomorphic
functions converging uniformly on compact subsets of Q to f. Suppose that f, is nowhere
vanishing in . Then, either f is nowhere vanishing in 2, or f = 0.

Another version of Hurwitz’s Thm. is the following result.
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Corollary 5.29. (Hurwitz’s Thm., second version) Let Q C C be a domain, {f,} a
sequence of univalent (i.e. injective) holomorphic functions converging uniformly on compact
subsets of Q) to f. Then, either f is univalent in 2, or f is constant.

Proof. Suppose f is non-constant. We wish to show that f is univalent. Let z1, 29 € Q, 21 # 29,
and, seeking a contradiction, assume that f(z1) = f(22).

Consider the sequence hy,(z) = fn(z) — fu(z2). Then h, — h = f — f(z2) uniformly on
compact subsets of €). Since f is non-constant, h # 0. By Thm. 5.27, given z;, there exists
go > 0 such that for all ¢ < g¢ there exists n. such that for n > n., h, and h have the same
number of zeros in D(z1,¢). Let € > 0 small so that zo & D(z1,¢). But then h = f — f(z2) has
a zero (namely z = z;1) in D(z1,¢€), so must hy, = f, — fn(22), n > n.. But this implies that
fn(Zn) = fn(z2) for some Z,, # z3, n > n.. This contradiction proves the result. O

5.6. Exercises.

5.1. (i) Determine the Laurent expansion about zyp = 0 of f(z) = m in {|z] < 1},

{1 < |z] <2} and in {|z| > 2}.
(ii) Determine the Laurent expansion of g(z) = (z—l)(zim about z; = 1, about z3 = 3 and
about z3 = 5.

5.2. Compute the residue fo the given function at the assigned point:
2

(i) f(z) = m, 20 = 2i;

(i) £(2) = ;im0 = —3;
(iii) f(z) = o 20 = L+
(iv) f(z) = %a 20 =10

5.3. Evaluate the following integrals:
z
(i) / o 4%
lzl=2 (9 = 22)(2 + 1)
cos z
. d
(if) /7 2(2%2 4+ 8) “

where v = 9Q and @ is the square center at the origin and side length 4, oriented
counter-clockwise;

2m 1
(iii) /0 T T acosg 0> where <a<l; [27/V1 — a?]

2w 2n
(iv) %/ sin®™ 6 df. [r272n ( )]
0

n

5.4. Evaluate the following integrals:

/2 -
(i) /0 d72, where a > 0; [7/2+/a(a + 1)]

a + sin“ x
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(ii) /M”TQ_“P‘:Jr2 dx ;
oo X4+ 10224+9

o [T 2P
(111) \/O m d(]f, where a c :R,7

+o0 :
, zsinz
(iv) / —5— dx, where a € R;
0 +a

too  piax
(v) / ——— dx, where a € R;
oo XA+

too  pax
(vi) dx, where 0 < a < 1. [7/ sin ar]
oo €T 1

5.5. Show that the set of the one-to-one and onto holomorphic maps of C to itself (a group
under composition) is

{¢: ¢(2) =az+b, where a € C\ {0}, b e C}.

5.6. Prove the following stronger version of Rouché theorem. Let 2 be a domain, f, g holomor-
phic in € ~ a closed simple curve homologous to 0 in 2. Suppose that

£ (2) = 9(2)| < |f(2)[ +19(2)]
for all z € 7. Then f and g have the same number of zeros in the interior of 7. [Hint: You may
find useful Cor. 4.26.]
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6. CONFORMAL MAPPINGS

A somewhat surprising and far reaching consequence of the maximum modulus principle is
the so-called Schwarz’s Lemma.

Theorem 6.1. (Schwarz’s Lemma) Let D = D(0,1) be the unit disk, f : D — C be a
holomorphic function such that

) [f() <1
(i) £(0) = 0.
Then,
£ (2)] < |z]
for all z € D and |f'(0)| < 1.
If one of the two inequalities above is an equality, that is, if either |f(z)| = |z| for some
z€ D\ {0} or|f(0)] =1, then f is a rotation, i.e. there exists a € C, |a| =1 such that
f(z) =az.

Proof. Let g(z) = f(z)/z. Then g has a removable singularity at 0 and setting g(0) = f’(0)
makes g into a holomorphic function on D. Consider g, 0 for r < 1. Then, for |z| = r,

g =12 <l =

By the maximum modulus principle, |g(z)| < 1/r for all z with |z| < r. Hence, letting r — 17,
we obtain |g(z)| < 1 for all |z] < 1, i.e.

1f(2)] < |2

for all z € D. Moreover, also |g(0)] < 1, that is, | f/(0)| < 1.

Next, suppose that |f(z)| = |z| for some z # 0. Then, |g(z)| = 1 for some z € D. By the
maximum modulus principle, g is constant, g(z) = «, with |a| = 1. Thus, f(z) = az for all
z€D.

Finally, if |f/(0)| = 1, then |g(0)| = 1, again implying that ¢g(z) = « and f(z) = «az for all
z € D, with |a] =1. O

Definition 6.2. Let Q4,9 be two domains in C. We call a biholomorphic map between 24
and 9 a holomorphic map

[ — Qs
such that f is a bijection between Q1 and €5 (so that f~! is also holomorphic). We say that
and 9 are biholomorphically equivalent.
If Q = Q9 = Q, a biholomorphic map between 2 and itself, f is called an automorphism

of Q2. The set of all biholomorphic maps of a domain €2 onto itself is called the automorphism
group of Q and it will be denoted by Aut (£2).

Notice that it is clear that Aut (2) is a group under the composition of functions.

Next we describe the automorphism group of the unit disk D = D(0, 1).
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Theorem 6.3. For a € D and define

zZ—a

#al2) = 1—az’

Then @q is a biholomorphic map of D onto itself, i.e. v, € Aut(D), 7' = p_a, pa(a) =0 and
¢a(0) = —a.
Finally, A
Aut(D) ={p: ¢(z) = e?p.(2), 6 € R}.

Proof. Recall that (see Ex. 1.4) ¢, : D — D for a € C, |a| < 1 (and moreover, that ¢, : 0D —
0D).

It is easy to see that also ¢_, : D — D and that ¢_, = o, . This shows that ¢, € Aut (D)
for all a € D. Notice that ¢,(a) =0 and ¢,(0) = —a.

Next, let f € Aut (D). Suppose first that f(0) = 0. Let g = f~!. Then, Schwarz’s Lemma
applied to both f and g gives

If'(0) <1, and |g(0)] <1.
But f'(g(2))¢'(z) = 1, and since g(0) = f~1(0) = 0, f(0)g’(0) = 1. These facts imply that
|£/(0)] = 1g(0)| = 1, so that f(z) = az, |a| =1, by Schwarz’s Lemma again.
Suppose now that f(0) = b and let ¢ = @y o f. Since f,pp € Aut (D), also ¢ € Aut (D).
Moreover,

©(0) =y o f(0) = ¢p(b) =0.
Thus, ¢p o f(2z) = az, with |a] = 1, by the previous argument. Since 90;1 = ¢_p we have

az+b z + ba
£) = poslan) = S0 =0
=ap_g(z). O
We remark that from Exercise 5.5 it follows that
Aut (C) ={p: p(z) =az+b, a,b€C, a#0}. (6.1)

A generalization of Schwarz Lemma is the following result.
Theorem 6.4. (Schwarz-Pick Lemma) Let f : D — D be holomorphic. Then for all z € D
we have ,
/' (2)] 1
7 = 2"
1= [f(z)]? ~ 1=z

Proof. Let a,b € D be such that f(a) = b. Consider g = pp 0 fo@_,. Then, g: D — D and
g(0) = 0. By Schwarz’s Lemma, |¢'(0)| < 1, i.e.

oy (f(9-a(0))) - f'(0-a(0)) - cp’_a(O)’ <1.

1—|c?

Recalling that ¢/.(z) = (2> We obtain
1—[bf?
[ty 00—l
so that,
' (a)] 1

T f@F = TP
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Since a was arbitrary, the statement follows. O

We now consider mappings between different domains in the complex plane. Recall that we
denote by U the upper half plane {z = x + iy : y > 0}.

Proposition 6.5. Let

14z
fe) =i

Then f: D — U is a biholomorphic map.

z€D.

Proof. This is a simple computation. For z € D we have

(1+2)(1—-2)  1—|2>+2iImz
-z 11—z ’

flz) =

so that Im f(z) = % >0, for z € D.
We now show that f is invertible, by explicitely computing its inverse. Setting w = f(2),

then w = i1%2, so that z = wri = g(w). Notice that Imw > 0, then [w — i| < |w + [, so that
z € D. Since z = g(f(2)), z € D and w = f(g(w)), w € U, it follows that f in one-to-one and

also onto from D to U. O

We now show other examples of biholomorphic mappings.

Proposition 6.6. The following are examples of biholomorphic mappings between the indicated
domains:

(i) z + 2% maps the first quadrant to U, and the first quadrant intersect the unit disk onto

U intersect the unit disk.
(ii) 2+ 22 maps the first quadrant intersect the unit disk onto U intersect the unit disk.
(iii) z — logz maps U intersect the unit disk onto the “half-strip” {Imw € (0,7)} N{Rez <
0}.
(iv) z + logz maps U onto the strip {Imw € (0,7)}.
(v) 2+ sinz maps the half-strip {—5 < Rez < 5, Imz > 0} onto U.

Proof. (i)-(iv) are fairly simple.

Let z = pe? and w = 2% = p?ei. If p € (0,+0c) and 6 € (0,7/2), then |w| € (0, +00) and
argw € (0,7). This shows (i). If p € (0,1) and 6 € (0,7/2), then |w| € (0,1) and argw € (0, 7).
This shows (ii).

Now let z = pe?® and w = logz = logp + if. Then, p € (0,1) if and only if Rew < 0 and
p € (0,400) if and only if Rew € R. Then (iii) and (iv) follow easily.

For (v), notice that, for z = x + iy,

' elz _ =iz eiletiy) _ o—i(z+y)
sinz = , = ,
21 21
= sinz coshy + ¢ cos x sinh y

=u+1iv,
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as it is easy to check. Notice that w = u + iv satisfies

u? v?

=1
cosh?y  sinh?y
2 2
U vy

sinfz cos?z

As a consequence, if we fix y > 0, then the mapping z +— sinz maps the segment {z =
2

x+ iy, —m/2 < x < w/2} onto the upper half of the ellipse of equation CO:};y + 7Sin“h2y =1

(notice indeed that v = coszsinhy > 0).

Moreover, if we fix € (—7/2,7/2), the mapping z — sin z maps the half line {z + iy, = #
0, y > 0} into points of the hyperbola Sl;‘—zx — ooz = L, with u = sinxcoshy > 0 if x > 0 and
u =sinz coshy < 0 if x < 0.

Now it is easy to see that the mapping z — sin z is actually onto 4. O

6.1. Fractional linear transformations. A fractional linear transformations is a map defined
by
az+b
cz+d
Notice that if ¢ = 0 then ad # 0, so that F' reduces to F(z) = %z + 4, with ¢ € C\ {0}.
Therefore, F' € Aut (C).
If ¢ # 0 then

F(z) = a,b,c,d € C, ad —bc #0.

F:C\{-d/c} — C\ {a/c}.

Notice that
ad — be

(cz +d)?
so that F' is constant if and only if ad — bc = 0. In this case I is also invertible its inverse
F~! = @ is also a fractional linear transformation given by

dw —b
—cw+a’

F'(z) =

G(w) =

as it is immediate to check.

Recall that in Subsection we have defined the Riemann sphere, that is, the one-point com-
pactification Cy, of the complex plane C.

Given a fractional linear transformation F', we extend it to the Riemann sphere. We set
F(—d/c) =00, F(o0)=a/c,

if ¢ # 0, and F(c0) = oo if ¢ = 0. In this way, F' becomes a bijection of the Riemann sphere 52
onto itself.

Proposition 6.7. Fvery fractional linear transformation can be written as composition of the
following transformations:

- translations T}, : z — z + b, where b € C;
- dnversion J @ z+— 1/z;
- dilations D, : z — az, where a € C\ {0}.
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Proof. This is elementary to check. Let

F(z) =

If ¢ = 0 this is obvious.
If ¢ # 0, then ad # 0 and

az+b
cz+d

a,b,c,d € C, ad —bc # 0.

a z+2% aqrb-d
F(z)zc-z+3=c<z+;+1>
c C
Cz4d 7

=T,0Dq0JoTs(z). O

Proposition 6.8. A fractional linear transformation maps straight lines and circles into straight
lines and circles.

Proof. Recall that straight lines have complex equation
az+az+c=0, acC\{0}, ceR, (6.2)
while circles have equation |z — 2|2 = 72, that is, |2|? — 20z — 202 + |20/ — 72 =0, i.e.
2Z+az+az+C =0, laf* >C eR. (6.3)

In order to prove the assertion it suffices to show that each of the transformation Ty, D,, J as
in Prop. 6.7 preserves straight lines and circles.

Translations obviously do. Let D, be a dilation, then it clearly preserves straight lines, while
the generic circle (6.3) is mapped onto the set |a|>2Z 4 a@z + aaz + C = 0, that is,

_ o’ a_ C
zZZ + <>z+z+2:0,
a a |al

where |a/al? > C/|al?. i
It only remains to check for the inversion. The straight line (6.2) is mapped onto ¢+ £ +c = 0,
that is,

czz+az+az=0
which a straight line if ¢ = 0 or a circle, since |a|? > 0, if ¢ # 0.

Finally, the circle (6.3) is mapped onto

1 a
—+24+% 0=,
22 z  Z
that is,
Czz4+az+az+1=0

which a straight line if C' = 0 and a circle if C # 0, since |a/C|?> > 1/C. O
Theorem 6.9. Given 3 distinct points z1, z2, z3 on the Riemann sphere S? and other 3 distinct

points w1, wa, w3 on the Riemann sphere S2, there exists a unique fractional linear transforma-
tion F' such that F(z;) = w;, j =1,2,3.
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Proof. We begin with a few preliminary steps. We first show that if F' has 3 fixed points, then
F is the identity, that is, F(z) = z for all z € C.

If oo is a fixed point for F', then F' € Aut (C) and F(z) = az+b, a # 0. If 21, zo are the other
2 distinct fixed points, they are solution of the system

az1+b=12z
azo+b =z,

that implies ¢ = 1 and b = 0.
If 21, 20, 23 are generic, distinct, fixed points for F', consider a fractional linear transformation
L mapping, say, z3 to 0o, e.g. L(z) =1/(z — z3). Then

G=LoFoL™!

has the 3 fixed points L(z1), L(22), L(23), that is, L(z1), L(22), c0. By the previous argument G
is the identity; hence F' is the identity.

Now we show the statement about uniqueness. Suppose there exist two fractional linear
transformations F and G such that F(z;) = G(z;) = wj, j = 1,2,3. Then F~! o G has the 3
distinct fixed points z1, 29, 23, hence it is the identity, hence F' = G.

Finally we show that there exists an F' such that F(z;) = wj;, j = 1,2,3. It suffices to
construct a ® such that

q)(z1> =0, q)(ZQ) = 00, @(23) =1,
and ¥ such that
U(wy) =0, ¥Y(wy)=o00, Y(ws)=1.
Once this is done we can define F = U1 0 .
Therefore, we define

(b(z):z—21‘23—22

Z2— 29 zZ3—21
and analogously for ¥. O

6.2. The Riemann mapping theorem. Goal of this part is to prove the Riemann mapping
theorem that asserts that any simply connected domain §2 # C is biholomorphically equivalent
to the unit disk D, that is, there exists f : £ — D holomorphic, one-to-one and onto.
In order to prove this result we will need the notion of normal families.
We begin with the space of continuous functions on 2, C(£2). Let U; C Uy C - -- be a sequence
of bounded open sets in ) such that
(i) Uj; CUjt1, j=1,2,... (here the “bar” denotes the topological closure);
(i) Uj3U; = Q.
For each j we set
l9llz, = sup lg(2)],

ZEUj
and define N || |
<1 f—yg U,

dfag: Py 5 s ﬂgECQ

9= 25 TH 7=l W

Theorem 6.10. The function d is a metric on C(Q) and C(Q2) is complete in this metric. The
convergence in such a metric is the uniform convergence on compact subsets of Q.
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Proof. See Exercise 6.10. O

Definition 6.11. A subset F of C(Q) (often called a family) is said to be normal if it is
precompact in C(Q) (that is, if its closure is compact).

Thus, since C'(2) is a metric space, a family F is normal if and only if every sequence {f,,} C F
has a convergent subsquence {f,, }, where the convergence is in C'(2), that is, uniformly on
compact subsets of €.

Definition 6.12. A subset F of C(Q2) is called equicontinuous on a set K C Q if for every € > 0
there exists 0 > 0 such that if 2,29 € K and |21 — 22| < d, then

|f(z1) — f(z2)| <€ for all f e F.
We now recall the celebrate theorem of Ascoli-Arzela, for whose proof we refer to [A].

Theorem 6.13. (Ascoli-Arzeld) Let F be a family in C(Q). Then F is normal if and only if
the following conditions hold:

(i) F is equicontinuous on compact subsets of §2;
(ii) for all z € Q, the set {f(z): f € F} has compact closure in C.

Definition 6.14. Let 2 be a domain and F a family of functions in C(£2). We say that F is
locally bounded (or equibounded) if for every zy € Q and rg > 0 such that D(zp,79) C Q there
exists M > 0 such that
sup  [f(2)| <M
z€D(z0,70)

for all f € F.

Theorem 6.15. (Montel’s theorem) A family F C H(Q) is normal if and only if it is
equibounded.

Proof. Suppose F is normal. Seeking a contradiction, suppose that F is not equibounded. Then,
there exists a compact K C €2 such that

sup{|f(z)|: z€ K, f € F} =+o0.
Then, there exists a sequence { f,,} C F such that
[fullx = sup{|fn(2)]: z€ K} >n.

Since F is normal, there exists a subsequence {fy, } converging on compact subsets to f. In
particular

”fnk - fHK — 0,
But this contradicts the condition || fp, | x — “+oo.

Conversely, suppose that F is equibounded. Clearly, we use Ascoli-Arzela theorem to prove
that it is normal. Condition (ii) in Thm. 6.13 is obviously satisfied, so we only need to show
that F is equicontinuous on compact subsets of 2. It suffices to verify the condition on the
closed disks of the form D(zp,79/2), where D(zp, 7o) C Q.7

Let zp € Q, 79 > 0 be such that D(zg,r9) C Q. Let M > 0 be such that

sup{|f(z)|: z € D(z0,70), € F} <M.

"You should check this, see Exercise 6.12
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Then, for z,w € D(zo,70/2), letting v = dD(zp,79) we have

72) '—\zm/g_z 4‘27”/“04\
(z = w)f(Q)
—\mﬂwwdf)

1 27 10\ . _
< / |f (20 +7“0€2 )| - |z —wl ro df
27 rg/4

which implies that F is equicontinuous. O
We are now ready for the main result of this part.

Theorem 6.16. (Riemann mapping theorem) Let 2 be a simply connected domain, 2 # C.
Then Q is conformally equivalent to the unit disk D. More precisely, given zg € §) there exists
a unique f: Q — D such that

(i) f:Q — D is biholomorphic;
(i) f(z0) = 0;
(i) f'(z0) > 0.
Proof. We begin by proving the uniqueness. Suppose there exist two mappings f and g with
the required properties. Then

fog':D—D
is an automorphism. Moreover, fog~!(0) = 0. Hence, fog~!is arotation, say fog~!(z) = ez,
for some fixed # € R and all z € D. Hence, f(w) = e??g(w) for all w € Q and therefore

f/(ZO) _ eieg/(z()) .
Since both f(z9), ¢'(20) > 0, it must be ¢ =1, ie. f =g.

Next we construct such a map f. We define

F ={f:9Q— D, holomorphic, univalent, f(zo) =0, f'(z0) >0}, (6.4)
and set
A =sup{f'(z0): feF}. (6.5)
Then we are going to show:
(1) 7 #0;
(2) F is normal and that A is actually the maximum, i.e. there exists f € F such that
f'(z0) = X

(3) the function f found in (2) is also onto, thus proving the theorem.

We begin the construction.
Let a € C\ Q. Since (2 is simply connected, by Prop. 4.26, the function

h(z) =vVz—«

is well defined and holomorphic on Q. Moreover, if h(z1) = £h(22) it follows that z; —a = zo—«
i.e. z1 = z9. Therefore, h is univalent, but actually much more!
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If the image of © through h contains the disk Dy = D(h(zo),r), that is, h(€2) 2 Dy, then it
follows that
h(Q) N D(~h(z),r) =0. (6.6)
Indeed, if z1 € Q and h(z1) € D(—h(z0),7), then

)
[(=h(21)) = h(z0)| = [A(z1) = (=h(z0))| <7,

that is, —h(z1) € Dy. Since D; C h(2), there exists ¢ € Q such that h(¢) = —h(z1), which
implies ( = z1, so that h(z1) = —h(z1); hence h(z;) = 0. This in turn implies z; = o € ,
against the assumption.

This contradiction shows that (6.6) holds. In particular

}h(z) + h(zo)‘ >

for all z € Q.
The function h is univalent, defined on €2, but does not take values in D yet. Then we set

r

hi(z) = , z € Q). 6.7

B = 50 + i) 67

Then hy is univalent, defined on (2, taking values in D. We can find an automorphism of D,
e"p,, such that

f:ewgoaohl :Q— D
and f(z0) =0, f'(z0) > 0. For, it suffices to take a = h1(z09) = r/4h(zp) and 6 such that

f'(z0) = e’ggoil (hl(zo))h’(zo) >0.
Thus, f € F, F # 0, and (1) is proved.

Next, let A be given by (6.5). Since F is bounded, it is normal. Let {f,} be such that
fl(20) — A. Then there exists a subsequence {f,,} converging to a limit function f. Such
function is holomorphic and non-constant, thus univalent by Hurwitz’s theorem. Moreover,
f(z0) =0 and f’'(z0) = A. Then, (2) is also proved.

Finally, we show that the function f constructed above is actually onto D. This will complete
the proof of the Riemann mapping theorem.

Seeking a contradiction, suppose there exists 8 € D such that 5 & f(Q), i.e. f(z) # [ for all
z € Q. We are going to show that there exists G € F such that G'(zy) > f’(20), thus finding a
contradiction.

We set
P = L5 5 = fere 1), (6.9
and the set )
G(z) = ’?Ei‘;i’ oy 0 F(2). (6.9)

We will show that this function G provides the contradiction.

The function F' is well defined and univalent on 2, F' :  — D, and
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Hence,
F'(e0) = gy A Go)) - £/ 20) #0
Since,
6() =2 oray 0 Pl

_ [Fz0)| | F(2) = Fl20)
F'(z0) 11— F(z0)F(2)

notice that G : 2 — D, G(z0) = 0, and it is univalent, since ¢p(,,) and F' are.

Finally we show that G'(z9) > f’(20), thus obtaining a contradiction.
We have

6'(2) = e P - P
PGl 1= IFe)P
- Fl(%)  (1-F(z0)F(2))° Fle).
Hence,
oy IF'(0)
G = G
where f
Z 2 ZO
Peo = [ LE9=E -3,
and
F/(z) = 2;() () ()
L1 e8P
2F(z)  (1-Bf(2)?
so that

1 o) (1 181)

[F'(20)] = =
2F(20) (1 Bf(2))*
1-|8?
= f'(20) - :
2161
Therefore, substituting into (6.11) we obtain
1R 1
G'(20) = f'(20) - :
2/16] 1-18]
1+18] _
= f'(=0) - > f(20),
2/18]
since 21\+/|% > 1, which is equivalent to (1 — +/|3])? > 0, that is satisfied since |3] < 1.

This contradiction concludes the proof of the theorem. O

(6.10)

(6.11)
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6.3. Exercises. 8

6.1. Show that if f is a holomorphic function on & = {z = x + iy : y > 0} and if Im f(2) > 0
then

(0 f(2) = f(=0)| !Z:@I;
1f(z) = f(z0)| — |2 =0l
(ii) I’r{l;z()z) < ;, where z = x + iy.

6.2. Show that if f : 2 — D is holomorphic, one-to-one and onto, €2 where D are domains in C.
Show that f~! is holomorphic on D.

6.3. Let f : D — D be holomorphic. Let a,b € D, a # b, and suppose that f(a) = a and
f(b) =b. Show that f(z) =z for all z € D.

6.4. Find a biholomorphic between the given domains 21, 9.
(i) Q1 =U N D onto the first quadrant;
(ii) Q1 = Dn {the first quadrant} onto U;
(i) Q1 = D\ {[a,1)} onto Q9 = D\ {[0,1)}, where a > 0.

6.5. Let f(z) = (2+1)/(z —1). Find the image of the real line Rez = ¢, ¢ € R. If the image is
a circle, find the center and the radius.

6.6. Answer the following questions.

(i) Show that the transformation w = iz + ¢ maps the right half-plane {z = x +iy : z > 0}
onto the half-plane {w = u +iv: v > 1}.
(ii) Find the image of the half-plane y > 1 under the transformation w = (1 —i)z.
(iii) Find the fractional linear transoformation that maps the points {2, 4, —2} onto the points

{1,7,—1}, resp.

6.7. (i) Find all the biholomorphic mappings of the upper half-plane onto the unit disk. Do
they map the boundary onto the boundary?
(ii) Describe the group Aut (U).

6.8. Find the fractional linear transformation

(i) that maps the points {1,7,—1} onto the points {0, 1,00}, resp.;
(ii) that maps the points {0, 1,00} onto the points {1, 00,0}, resp.

6.9. Let f(z) = (¢ —1)/(z + ). Find the image of

8Unless otherwise specified, D denotes the unit disk, &/ the upper half plane, R the right half plane.
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(i) {it: t > 0};

(i) {lz = 1[ = 1};

(iii) {i+t: teR};

(iv) {|z| =2, Imz > 0};

(v) {Rez=1,Imz > 0}.

6.10. Prove Thm. 6.10 (and observe that H () is a closed subspace).

6.11. Show that if f € H(D), f(z) = >, aiz", where the power series converges in D, and
sn(2) =Y p_oarz", then s, — f in H(D).

6.12. A family F C C(Q) is said to be equicontinuous at a point zy €  if for every € > 0 there
exists 6 > 0 such that if |z — zg| < 0,

1f(2) = f(20)| <&
for every f € F.
Show that F is equicontinuous on compact subsets of €2 if and only if it is equicontinuous at

every point zg € 2.
Prove the assertion relative to the footnote in the proof of Montel’s theorem, Thm. 6.15.

6.13. Let F be a normal family of holomorphic on a domain 2. Let
G={g: g=1, feTF}.

Show that G is normal.
6.14. Let Q be a domain, D(z,7) C © and let f be holomorphic on €.

(i) Show that
)2
PP < - [f 17(QPam(Q)
D(z,r)

where dm denotes the Lebesgue measure in C = R?. (You may wish to use polar coordinates.)
(ii) For M > 0 let
F = {f € H(Q): Hg|f(w)|2dm(w) < M}
Show that F is normal.

6.15. Let F = {f: f(z) =tan(nz),n=1,2,..., z € U}. Show that F is normal and find its
unique limit function.
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7. HARMONIC FUNCTIONS

In this section we return to one aspect of the theory that concerns the analysis of harmonic
functions, subject often called potential theory.

Recall that a C? function u on an open set A C R? is said to be harmonic on A if Au =0
on A, where A = 92 + 85 is the Laplacian. The next lemma collects the first elementary but
fundamental facts about the relation between harmonic and holomorphic functions.

Lemma 7.1. If f = u 4+ iv is holomorphic on an open set A C C then its real and imaginary
parts u and v are harmonic on A.

If u is a real harmonic function on a simply connected open set D, then there exists a real
harmonic function v on D such that u + iv is holomorphic on D. In this case, we will say that
v is the harmonic conjugate of u on D.

Proof. The first part follows from Subsection 1.2 .
Suppose now u is a real harmonic function on a simply connected open set D. We wish to
v € C%(D) satisfying the CR-equations on D, that is, such that

dv = (—0yu)dz + (Ou)dy .
The one on the right hand side is a closed differential since w is harmonic. Since D is simply

connected, it is an exact differential, so such a v exists. It immediately follows that u + iv is
holomorphic. O

We remark that the hypothesis of D being simply connected cannot be relaxed. As an
example, consider A = C\ {0} and u(z,y) = 5log(z? + y?). Then u is real and harmonic. On
AN{x+iy: x> 0} is the real part of log z, that cannot be extended to all of A. Hence, there
exists no function holomorphic on A whose real part is u.

7.1. Maximum principle. We now prove the maximum principle for (real) harmonic functions.

Theorem 7.2. Let Q C C = R? be a domain (connected open set), u : Q — R be harmonic. If
there exists zo € Q and 1o > 0 such that D(z9,70) C Q and u(zp) = sup{u(z) : z € D(z0,70)},
then u is constant on €.

Proof. Let
Q' = {z € Q: there exists 7, > 0 such that for w € D(z,7.), u(w) = u(z0)} .

We wish to show that ' is open, closed in £ and non-empty, thus showing that ' = Q.

On D(zp,70) we can find h holomorphic such that Reh = u. Take f = e®. Since |f| = eRe¢" =
e", | f] attains its maximum at zp. Hence f is constant on D(z,7), so is u. Thus, Q' = (.
Moreover, ' is open by construction.

Finally, let z € /. Let D(z,7,) C . Since z € {/, there exists some open disk on which u
is constant. Let h, be the holomorphic function on D(z,r,) whose real part is u. Then, h, is
constant on an open disk, hence on all of D(z,r,), so is u. Thus, z € ', Q' is closed, that is,
=0 0O

Corollary 7.3. Let u,$) be as before. Suppose there exists zg € Q and rg > 0
such that D(zp,7m0) C  and u(zo) = inf{u(z) : z € D(z0,70)}, then u is constant on .

Proof. Tt suffices to apply the maximum principle to —u. O
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Corollary 7.4. Let u,Q be as before. Furthermore, suppose that 2 is bounded and u € C().
Then

max{u(z): z € Q} = max{u(z) : z € 0N} ;
and

min{u(z) : z € Q} = min{u(z) : z € 90}.

Proof. Since 0 is compact and u is continuous on €2, max and min are attained at some points.
By Thm. 7.2 and Cor. 7.3, these points cannot be in the interior, unless u is constant, in which
case the result still holds. O

Theorem 7.5. (The mean value property) Let A C C be open, D(zo,7) C A, u be harmonic
on A. Then

1 2 )
U(Zo) = % /0 U(ZO + 7"620) de .

Proof. Let s > r be such that D(zp,s) C A and let h be holomorphic on D(z, s) and such that
u = Reh, h = u+ iv. We can apply Cauchy’s formula to h on v = dD(zg,7), ¥(0) = 2 + re®?,
0 € [0,27]. We have

ilzo) 271'2/{—,20

2T h(zo +ret?)

i0
= — _ do
2mi J, re ¢
1 2m ) 1 2m )
= — / w(zo +re) df +i— / v(zo 4 re?) db .
2T 0 2 0

By passing to the real and imaginary part we obtain the conclusion. O

Although worth be to stated separately, the mean value property can be obtained as a par-
ticular case of the next result.

Theorem 7.6. (The Poisson formula for the disk) Let A C C be open, D(0,R) C A, u be
harmonic on A. Then for every z € D(0, R) we have

1 27 i RQ _ |Z|2

Remark 7.7. Before proving the theorem, we make a few remarks.
(i) The function
Lol —12?
P.(¢()=— , 7.1
R (7.1)
defined for z € D(0, R) and ¢ € 9D(0, R) is called the Poisson kernel for the disk D(0, R). In
polar coordinates it has the expression

1 RZ — 2
60
Fron(Re™) = 50 TReio — e
1 R? —r?

= —_— . -2
2r  R? — 2Rrcos(f — n) + r? (7.2)
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(ii) The Poisson kernel P,.in (Re™) is a positive kernel, that is,
P,in(Re®) >0
forall0 <r < R, n,0 €0,2n7].
(iii) If ¢ = Re® and z = re™, then
_ i0 C +z i Re' 4 rein
PT'e“’ (Re ) R C — = o Re 7R6i9 e . (73)

This follows at once from (7.1), since

(+z_(4z (=2 [Pl +(-¢2)

(—z (-2 ¢(-Z%z ¢ — 2|

(iv) Finally, since the constant function u(z) = 1 is harmonic, from the reproducing property
in Thm. 7.6 we see that

1 2m 1 2 R2 _ ‘Z|2
— P.(Re")do = ———=df=1.
27 Jo (Fe™) 2 /0 |Re?? — 2|2

Proof of Thm. 7.6. Let s > R and h be the holomorphic function on D(0, s) such that u = Reh.
For z € D(0, R), by Cauchy’s formula, letting 7(0) = Re", with 6 € [0,27], we have

= omi C — z
0
h(Re“’) R g (7.4)

27T Ret? — 2

Moreover, if we set w = R?/Z, we observe that w = f—;z, where z = re’, and that the function

LIS
(—w

is holomorphic on D(0, R), since |w| = R—2 > R. Therefore,

d
2#1/( w ¢
Rei@

0

(—

27‘(’

_ h(Rei")L do (7.5)
o o Z— Re~i0 '

Substracting (7.5) from (7.4), we see that

1 27 i Rei@ z
M=) = 277/0 h(e )<Rei9 —z zZ-— Re"p) 40

1 2w ) R2 ‘2‘2
= — h(Re®)———“1_ 44 .
27 /0 (Re )|Re’9 — z|?
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By passing to real and imaginary parts we obtain
1 2T ) RQ _ ‘Z|2
u(z) = — w(Re®) . — =1 _g9,
(2) 27r/0 (Fe™) |Ret? — 2|2

which is what we wanted to show. O

7.2. The Dirichlet problem. The Dirichlet problem for the Laplacian on a domain 2 C C is
the boundary value problem

u=f on 0, (7.6)

where f is an assigned, continuous function on 0f2, called the data.
We begin by studying the solution of (7.6) on the unit disk D.

{AuzO on {

Theorem 7.8. Let f be a continuous function on the unit circle 0D. Set

™ 7 —|z|?
u(z) = or 02 f(e?)- |;,li£|2 d z€D
f(2) z€0D.

Then, u is continuous on the closed disk D and harmonic on D. Hence, it solves the Dirichlet
problem (7.6) for the unit disk.

Proof. We first show that u is harmonic on D. It suffices to write the Poisson kernel P, (e?) as

1— ‘Z|2 B eie N efie )
|z — b2~ eif —, il 3 '
Then,
1 21 0 ei@ 1 21 . 6—19 1 27 )
=_— ——df+ — O dh — — 9y dp .

To check that u is indeed harmonic, it suffices to check that each term is harmonic. The first term
is harmonic since it is holomorphic, the second term is harmonic since it is anti-holomorphic,
while the third term is constant, hence harmonic.

Next we wish to show that u € C(2). Clearly, u is continuous inside, since it is harmonic.
Thus, we only need to check the continuity at the boundary.

Fix zg = € € dD. Recall that u(z9) = f(20) by definition. We need to show that, for a
given € > 0, we can find 0 > 0 such that |z — zp| < § implies |u(z) — u(20)| < €. Using (iv) in
Remark 7.7 we write

2 2
ue) — uteo)| = |5 [ 5 8~ 1(€™)

27 Jo |rein — etf]2
1 [* : 1—r?

= | v — o 7(19‘
Ut 0 [f(e ) f(e )] |’I“€”7 _ 67'9’2
1 , , 1—7r?
21 Jj—nol<20 () = £ [ref — e?|?

1 i0 ino 1—r?
L3 fy V=16 ]

= +1I,
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for some o > 0 to be determined later.

By uniform continuity of f(e?), given € > 0 we can choose o > 0 such that | — 79| < 20
implies |f(e"?) — f(e™)| < e. Therefore,
12 12
| | = 271'/0 ’7’6“7 _619‘2
=c.
To estimate II, notice that if |re” — | < §, then
e — re™| = | — e — (e — M)
> ‘ezﬂ _ein0| _5’
and that, for § > [0 —no| > 20,
e — ez = |1 — ' M=9)12 = 2(1 — cos(ny — 0))
_pi2
< I = 9]
- 2
If |6 —no| > 7 the above estimate holds trivially (for o sufficiently small).
Therefore, for |re — e| < § and |0 — no| > 20,

e —re| > V20 —6>0,

> 202,

if we take § < (v/2 —1)o.
Therefore, if supge(o o | f ()| < M,
1—r?

1 .
o 2 sup |f(e")|———py5 db
2m |60—no|>20  0€]0,27] |retn — e“9|2
M 1 — p2

2
T JIo—no|>20 O

|11 <

< do

< —(1-r)

< —-9;
— 0_2 )
this last inequality, that is geometrically obvious, follows since
L—7r = e —re < |e —rel| < 4.
Thus,
|u(2) = u(z0)| < [I] + [H] < 2,
if § is chosen less than e0?/4M. O

Other important properties of harmonic functions are expressed by Harnack’s inequality and
principle.

Theorem 7.9. (Harnack’s inequality) Let A C C be an open set, D(0, R) C A, u harmonic
on A, u>0. Then, for every z € D(0, R)

R —|z|
R+ |z|

R+ 7|
< <
R EE

u(0).

u(0)
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Proof. By Poisson formula in Thm. 7.6 and (7.1) we have

R? — |2]? < R? — |2)? R+ |7
|Re® — 2|2 = (R—1z2])2  R—lz|’

while
R*—|z> _ R°—|z2* R-|¢
- > = .
|Ret® — 212 = (R+|z])2 R+ |z

Hence,

R— 7| R—|z] 1 /2” 0
0) = — Rei?) df
R "V = Ripan ), “E)

i 2m R — ‘Z|2
—2r Jo |Re? —z]2
= u(z)

1 [P R+ |z

u(Re™) df

0
— do
— 271 Jp R—|z|u(Re )
R+ |z|
= g

We clearly also have the following.

Corollary 7.10. (Harnack’s inequality) Let A C C be an open set, D(zp, R) C A, u har-
monic on A, w > 0. Then, for every z € D(zg, R)

R — |z — 2|

" R+ |z — 20|
R+ |z — 20|

(20) < u(z) < |

u(zp) .
The next result can be proved with an argument similar to one of Weierstrass’ theorem 4.10.

Lemma 7.11. Let A C C be an open set, {u,} a sequence of harmonic functions on A, con-
verging to u uniformly on compact subsets of A. Then u is harmonic on A.

Proof. Exercise VII.1. O

Theorem 7.12. (Harnack’s principle) Let u; < ug < --- be a sequence of harmonic functions
on a domain Q C C. Then, either u, — +0o uniformly on compact subsets of 2, or u, — u
uniformly of compact subsets of 2 to function u, which is necessarly harmonic.

Proof. We will use the connectness of 2. Set
Q1 ={2€Q: uy(z) = o0},
Oy = {z €N up(z) = £, ﬁnite} .

We show that both Q1, Qs are open. Since 7 UQy = Q and Q1 N Qs = (), one of the two sets
must be empty. The uniform convergence on compact subsets in both cases (to +oo or to u(z))
will follow.
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Suppose uy(z9) — +00. Let ng be such that u,,(z9) > 0 and rg > 0 such that u,,(z) > 0
on D(zg,10), so that u,(z) > 0 on D(zp,rg). Clearly, we may assume that D(zp,79) C Q. By

Harnack’s inequality, for z € D(zg,70/2), for n > ng we have

To — 5 un(20)
Un(Z) > mun(zo) = T — +00.

Hence, u,, — +o0 uniformly on D(zg,r/2), and Q; is open.

Suppose now uy,(z1) — £, finite. Let D(z1,7r1) C §, then for z € D(z1,7r1/2)

tnim(2) = n(2) < T (i (a1) )

= 4(un+m(21) — un(z1)> — 0,

for n — +oo0, for any m. This shows that {u,} converges uniformly on D(z1,71) and 25 is open.

d

7.3. Exercises.
7.1. Prove Lemma 7.11.

7.2. Prove that for any fixed § > 0, the Poisson kernel P, i, (Re?) converges uniformly to 0 on

the set |6 —n| > 6, as r — 17; that is,

sup P,.in(Re?) — 0
|0—n|=6

asr — 17.
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8. ENTIRE FUNCTIONS

To begin our study of holomorphic functions in the entire plane, we diskuss the notion of
convergence for infinite products.

8.1. Infinite products. Let o; be complex numbers, j = 1,2,.... We want to give a meaning
to the convergence of the infinite product ;;“1’ Q.

Definition 8.1. We say that the infinite productHjiof aj converges if
(i) there exist at most finitely many a; = 0, say «; # 0 for j > jn;
(ii) for any Ny > jn, the limit

N
lim H a; = /BN()
N—+4o0 |

J=No

exists finite and # 0.

Notice that, if condition (ii) is verified, we may compute the logarithm of By,. Let 8 = Oy,
any = H?;NO aj, and let D(f3,¢) not contain the origing and let N. be such that an € D(f,¢)
for N > N..

We may assume that § is not on the negative real axis and let log denote the principal branch
of the logarithm (otherwise, chose a different branch cut for the determination of the logarithm.)
Then, we have

N N
log BN, = log (Nl—i}—rs—loo H aj> = Nlim log H a;

——+00 R
J=No J=No

N
= lm > loggaj,
J=No

where log ;) denotes some branch of the logarithm. Since the limit on the right hand side exists
finite, log;ya; — 0 as j — +oco. Hence, in particular the branch of the logarithm must be
the principal one, and a; — 1. This is a necessary condition for the convergence of the infinite
product.

Although the next result is not strictly necessary for what that follows, we state it for the
sake of clarity.

Lemma 8.2. Let o be non-zero complex numbers. Then j:“f a; converges if and only if
Z;;OT log aj converges, where log denotes the principal branch.

Proof. The previous argument shows that if H;r:oi’ a; converges then also Z;;O‘f log aj converges.

N
Conversely, if Z;;Of log aj converges, then, since e2s=1 = Hé\; L o also ;;O‘f a; con-

verges. O

log

For simplicity of notation, we are going to write a; = 1 + a;.
Lemma 8.3. Let a; € C be such that |aj| < 1. Let Qn = Hj-v:l(l + |aj]). Then

1 N N
e 2i=1lail < Qn < e2j=11a5]
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Proof. Since 1+ |a;| < elail

N .
(1 + |a1) t (1 + |CLN|) < ezjzl laj| )

On the other hand, since e* <14+ 2x for 0 <z <1,

3 Tl < (1+2(Ja1]/2)) -+~ (1 + 2(lan|/2))

Proposition 8.4. Let a; € C be such that |a;| < 1. Then Hj:f(l + |aj|) converges if and only

if Zj:"f laj| converges.

Proof. Suppose Zjﬁf laj| = M. Then, be the previous lemma, Qy < e, for all N. Since
Q1 < Q2 < ---, the sequence of “partial products” {Qy} converges.

Conversely, if the infinite product converges to @), then @ > 1 and Zjvzl laj| < 2log @ for all
N. Then j:“f |aj| converges. O

Proposition 8.5. If the infinite product Hj:“l’(l + |a;|) converges, then also jz‘xf(l + a;)
converges. Hence, if the series Zj:“f laj| converges, also Hj:“f(l + a;) converges.

Proof. Since the product H;r:oi’(l + |a;|) converges, then |a;| — 0, so that 14+ a; # 0 for j > jo.
We may assume jg = 1. Let

N N
Py =] +a;), and Qn=]]1+]asl).

j=1 j=1

Notice that, for a suitable choice of indices jg,

Then,
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Then, for NM > 1, N > M,

N M
IPN—PM|=‘H(1+aj)—H(1+aj)‘

=1 =1

]M N
:‘ (1+aj)‘-‘1_ I1 <1+aj)(

J=1 j=M+1

N
<Qu( I a+lah-1)
j=M+1

=QN—Qum- (8.2)

Hence, {Py} is a Cauchy sequence, since {Qn} is, and it converges. We need to show that it
does not converge to 0. By Lemma 8.3

N
[T +la) < eXmrll <
j=M

DO o

for M > jo, and N > M. Then, arguing as in (8.1) we see that

N

N
’1— 1+aj) [T+l -1<
j=M j=M

)

N

for M > jo, and N > M. Hence,

l\.')\r—t

N
‘H (1+ay) ’
j=M

so that

M N
: ]:

Jo
Q‘H 1+a] ‘

We apply these results to the infinite product of functions.

—_

Theorem 8.6. Let A C C be an open set. Let fj : A — C be holomorphic, j = 1,2,....
Suppose that Zj:(xf |fj| converges uniformly on compact subsets of A. Let

+o00
[0+ 12).
j=1

Then the partial products Fn converge uniformly on compact subsets of A to a holomorphic
function F. Moreover, F vanishes at a point zg € A if and only if there exists j such that
fj(z0) = —1 and the multiplicity of the zero of F' equals the number of the zeros of 1+ f; at 2.
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Proof. We first consider the question of uniform convergence. Let K C A be compact. Then
there exists C' > 0 such that for all integers NV

N
sup fi(z)] <C.
ZeK;! i (2)]

Then,
N
fg}gjﬂl(l +1£i(2)]) <€,

with C independent of N.
Let € > 0 and jg be such that for N > M > jg

N
sup > [fi(2)| <e
S j=M

Let

j=1
Then, for N > M > j
N
Qn(2) — Qu(z)| < QM(Z)‘ H (L+1£5(2)) = 1‘
j=M41
Iy N
< erzl ‘f](z)|( H (1 + |fj(Z)|) — 1)
j=M+1
< ez;i1 1£5(2)] (exp {Z;’V:MJrl |fj(2’)’} — 1)
< ec(e‘E — 1)

that tends to 0 as ¢ — 0.
Thus, using (8.2) we have

P (2) = Far(2)] < 1Qn(2) = Qui(2)] < (7 = 1),

so that the sequence { Fiy} converges uniformly on K, hence on compact subsets of A, to a limit
function F'. Clearly, F' is holomorphic on A.

Next we turn to the zeros. Suppose F(zp) = 0. By definition of infinite product, there exists
jo such that

N
m II @+ i) #0
Jj=jo+1
Let
N
G(z) = Jlim H (1+ fi(2))
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Then G is holomorphic, G(zp) # 0 and

Jo
F(2) =G(z) [[(1+ £;(2))
j=1

and the statement follows. O

8.2. The Weierstrass factorization theorem.

Definition 8.7. We define the Weierstrass elementary factors as E(z,0) = 1 — z and for
n=12...,

22 Zn
B(z,n) = (1 - 2)e* Tzt T

Lemma 8.8. For |z] <1,

1— E(z,n)| < [z"*1.
Proof. The case n = 0 is trivial. Let n > 1. Notice that
22 z" 22 ST
E’(zjn) — _ez+?+-..+7 + (1 o Z)(l L4t anl>ez+7+...+T

= (11— m)et T

2 n
z z
= —neft Tt

Then,
“+o0o
E'(z,n) = — Z bpz"
k=n
for some coefficients by, > 0 for all £ > n. On the other hand, if E(z,n) = ;f;xé aiz", then
“+oo
E'(z,n) = Z(k + Dag1z".
k=0
Comparing the coefficients we have
ar=--=ap=0
i = —— g 01,
n=-j n +] +1 s Ly )

and moreover,

Then,

E(z,n)=1+ Z apz® ap <0,
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so that, for |z] <1,

+o0 oo
}1 - E(z,n)‘ = ‘ Z akzk‘ = ]z\"“‘ Z akzk_("ﬂ)‘
k=n-+1 k=n+1
+oo +oo
< ’Z‘nJrl Z |ak| — _‘Z|n+1 Z a,
k=n+1 k=n+1
= |z|""(1 - E(1,n))
=z, O

Let now {z;} be a sequence of non-zero complex numbers such that lim;_, | |zj| = +00. We
claim that there exist integers {p;}such that the series

Jio( r >Pj+1
kA

i=1
converges for all r > 0. Let N = N(r) be such that |z;| > 2r for j > N. Then
+oo . +o0
T \J 1
— ) < — .
2 (yzj|) <D g <A
Jj=N J=N
Therefore, any sequence {p;} such that p; > j — 1 will do the job.

Consider now the infinite product, called Weierstrass product,

+(z/zj)”f

+oo +o0 - Z/ZV+(z/z]-)2 ‘.
[T EG/z.0) =]] (1 - )e Y s (8:3)
j=1

=
j=1 J

Theorem 8.9. Let {z;} C C, {p;} C N be chosen as above. Then the Weierstrass product
+oo
11 2(=/%.p5)
j=1

converges uniformly on every set {|z| < r}, r > 0, to a holomorphic entire function F. The
zeros of ' are precisely the points {z;} counted with the corresponding multiplicity.

Proof. Let r > 0 be fixed. Let jo be such that |z;| > r for j > jo. Thus,

z |pitl r \Pitl
| E(2/2,p) = 1| < ‘ZJ < <|Zj|)

By the hypothesis on the p;’s,

+oo +o0 r pj+1
Z }E(z/zj,pj) - 1‘ < Z (m> < 400.
j=jo j=jo '

Weierstrass’'s M-test implies that ;;Oj’o

any r > 0. Thm. 8.6 now implies that

’E(z/zj,pj) - 1| converges uniformly on {|z| < r}, for

Jo—1

+o0 Foo
11 E(z/25.05) = 1] E(2/2.05) 1] E(2/2.05)
j=1

Jj=1 J=jo
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converges uniformly on compact subsets of C to an entire function F whose zeros are precisely
the zeros of the E(z/zj,pj)’s. O

Corollary 8.10. Let {z;} be a sequence such that |zj| — +oo. Then there exists an entire
function F' whose zeros are precisely the {z;}, counting multiplicity.

Proof. We may assume that 21 =--- =2, =0, and z; # 0 for j > k. Let p; = j — 1.
Let 7 > 0 be fixed. Let N = N(r) be such that |z;| > 2r for j > N. Then
“+00 . —+o00
T \J 1
— ) < — .
> (|zj|> <D g <t
j=N =N

Thus, by Thm. 8.9, the function

+00
F(z) =2 H E(z/2,j—1)
j=k+1

is the desired entire function. O

Theorem 8.11. (Weierstrass’ Factorization Theorem) Let f be an entire function. Sup-
pose that f vanishes of order k at the origin. Let {z;} be the other zeros of f, counting multi-
plicity. Then there exists an entire function g such that

+o00
f(z) = 2Fes?) H E(z/z,j—1).
j=1
Proof. By the Cor. 8.10, the function h(z) = 2* JJ;OT E(z/zj,j — 1) is entire and has the same
zeros as f. Hence, the function f/h can be extended to an entire function, with no zero. Since
C is simply connected, log(f/h) = g is well defined and entire.
Hence, e9 = f/h, that is,

+00
f(2) = h(2)e9®) = keI [ E(2/25,5 —1). O
j=1

We now apply this result to describe an identity that describes the factorization of sin z.

Proposition 8.12. We have

sinmz =z H E(z/n,1)
n#0

:nzg(l—z)ez/“:wz§<1—i). (8.4)

In order to prove the above identity we need a preliminary result.

Lemma 8.13. We have the following identities:

1 1 1
(i) Wcotﬂz:wcf)swzzf—FZ( +7>’.

SN 7Tz z zZ—MNn n
n#0
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(ii

w2 1
) s = Z 2
sin“mz = (z—n)

Proof. (i) The function

1 1 1
=+ 2 ()
n#0
is meromorphic in C and having simple poles at the integers, with residues all equal to 1. The

function
COS T2

falz) = sinmz

is also meromorphic in C and having simple poles at the integers, with residues all equal to 1.
Hence, h(z) = fi1(z) — fa(2) is entire. It is immediate to check that

1 2
h/(z):_z(z—n)2+ 9

S~ mwz
neZ

is periodic of period 1 (and it would not be so obvious that h is periodic of period 1).

We wish to prove that h(z) = 0. We begin by showing that h’ is constant, and equal to 0.
In order to show that h’ is constant, we show that h’ is bounded and then invoke Liouville’s
theorem. Being periodic of period 1, A’ is bounded if and only if it is bounded in the strip
{z=x+4idy: 0 <z <1}. But, on the compact set {z =z +iy: 0 <z < 1,y <1} b is
certainly bounded. For |y| > 1 and 0 < x < 1, the sum

Z |x—|—zy—n!2

. . . 1
is finite. Moreover, since Ia:+zy e < 7 +n2 < 1+n2, for n < 0, while E— < g
n > 2, we can apply Lebegue’s dominated convergence theorem to obtain that

1
W1y for

Z|x+zy—nl2_)0 as |y| — +o0.

The same is true for the function sin@ —. Recall that
iz _ e—iT(Z| el — o=yl

2 - 2

le = sinh 7|y| — +o0

|sinmz| =

as |y| — +oo. Then,

Sinfm’ —0as |y = +oointheset {z=a+1y: 0<z <1,y > 1}.
This proves that A’ is bounded, hence constant. But, since i’ tends to 0 as |y| — 400, the
constant must be 0. This proves (ii).
Thus, h is constant, and it is 0, since h vanishes at the integers. This proves (i), and we are

done. O

Proof of Prop. 8.12. Notice that the last equality in (8.4) follows at once.
For n € Z, let z, = n. By Thm. 8.9 the function

f(2) :WZH (1 - %)ez/"

n#0
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is entire, having simple zeros at the integers. Let zp € C\ Z = . Since f(zp) # 0, there exists
a disk D(zg,7r0) € 2 on which log f(z) is well defined and holomorphic. On such disk,

3 =ikt o+ 3 ont =21

n#0
1 1 1
=+
n#0
=mcotmz,

by the previous lemma. On the same disk D(zp,79) logsinmz is well defined and its derivative

equals mcot mz. Then, there exists a constant C' such that log f(z) = logsinmz + C, that is,
f(2) =1

f(z) = Cisinmz on D(z9,70); hence on € and therefore on all of C. Since lim, .o 3 >

C1 =1 and we are done. O

8.3. The Mittag-Leffler Theorem. We now address another question. Suppose we are given
a sequence of distinct points {z;} such that lim;_,, |2;| = +oo and a sequence of complex
values {c;}. Does there exist an entire function f such that f(z;) = ¢;, for j = 1,2,...7 If
the points and values are finitely many, say n, then the answer is positive and the function f is
actually a polynomial @) given by Lagrange’s interpolation formula. Indeed, let

P(z)=(z=2) (2= 2),

and
ZP’ z—zj) '

It is easy to check that Q(zx) = ¢k, k =1,2,...,n, since

) ) ¢;P(2) ) P (2
1 =1 S bl A . CkE e
) Q) Eurs 32221 P'(z)(z — zj) Eas (P’(zk (z — zx) Z P’ (z — zj))

=cg.

Theorem 8.14. Let {z;} be a sequence of distinct points such that lim;_ |z;| = +o0 and let
{cj} be a sequence of complex values. Let F' be an entire function having as zeros exactly the
zj’s. Let {q;} be a sequence of positive integers such that

Set

Then f can be defined at the points z; by setting f(z;) = ¢; so that f is entire.
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Proof. We begin by showing that the series
+oo

S (o)
= F(#)(z = z) Nz
converges uniformly on compact subsets of C\ {z1, 22, ..., }. For fixed R > 0, there exists 6 > 0

such that the disks D(z;,d) with |z;| < 2R are all disjoint. Consider the compact set
K = {|z] < R}\U/2{D(2;,0/2).

Then, for z € K we write

ijf;_z](z])% Ym0 X moeaE)”

|2;|<2R |2;|>2R J

The second sum converges uniformly on K by Weierstrass’ M-test, since, for z € K, |z/z;| < %

and
] Z\Y &1 1
Fee—5\5) | S Femn
which is the term of a converging sequence, by assumption. The first sum is a finite sum, and
it is finite since |z — z;| > §/2 for z € K, j =1,2,....
Therefore, the series represents a meromorphic function in C, having simple poles at the z;’s
Therefore, f has only removable singularities in C, at the points {z;}. At these points

. cjF(z)
Jim ) =T S

_= Cj ,
as we wished to prove. O

We conclude this part by answering another question. Suppose we are given a sequence of
distinct points {z;} such that lim;_, | |2j| = +-00. Does there exist a function f holomorphic in
C\ {z1, 22, ... }, having as singular points exactly the z;’s and at these points assigned singular
parts?

This can be rephrased as follows. Given the sequence {z;} as above, does there exist a function
f having Laurent expansion at z; given by

o0

=% (—’f +hy(2),

= (2 — z)"

with h; holomorphic in a ngbh of ;7 This is equivalent to say, given entire functions g; with
g;(0) = 0, then

1
f(2) =9j<z_ ) + hj(z)
in a ngbh of z;, with h; holomorphic in such a ngbh.

<j

Theorem 8.15. (Mittag-Leffler’s Theorem) Let {z;} be a sequence of distinct points such
that lim; . |2j| = +oo and let {g;} be a sequence of entire functions such that g;(0) = 0,
j=1,2.... Then, there exists F' holomorphic in C\{z1, 22, ...}, having {z1, z2, ... } as isolated
singularities, with singular part at z; given by

(=)
97 Z—Zj




82 M. M. PELOSO
forj=1,2....

Proof. We notice that, if the z;’s were finitely many, say NNV, then

J )
=Nz

would do the job, since the g;’s have isolated singularities at the z;’s
We may assume no z; = 0. The function g;(1/(z — z;)) is holomorphic for |z| < |z;|. Then

gj(z—zj) Zak z |z < |zj] .

Let M; > 0 be such that ;;OT M; < +oo. Then, we can select integers IV; be such that

Nj
HESE SRR

for 2] < |z;|/2.
Now we set

P =3 (0

1 N;j ) +oo
) e =2t
J k=0 Jj=1

We wish to show that the function F' has the required properties, that is, is holomorphic in
C\ {21, 22,...} and at each point z; has singular part equal to g;(1/(z — z;)).

Notice that each term f; in the series above is regular (i.e. holomorphic) in C\ {#;} (i.e., C
minus a singleton), and has singular part at z; given by g; (1 /(z— zj)). Thus, it suffices to show

that the series Z;;O‘f fj converges uniformly on compact subsets of C\ {z1, 22,... }.

Let R > 0 be fixed. We write
Yo KR+ DD )
|zj|<2R |zj|>2R

The first sum is a finite sum, and it is holomorphic in C \ {z; : |z;| < 2R} (and has the
prescribed singularities at each z;, with |z;| < 2R).
For the second sum, notice that if [z| < R and |z;| > 2R, then |z| < |z;]/2 for such j. Then,

)Za1a

and by Weierstrass’ M-test the series 3, 2, |>2R fj(z) converges uniformly on {|z| < R} to a

1fi(2)] < ‘9](

function holomorphic on {|z| < R}. This proves the theorem. O
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8.4. Jensen’s formula. The following is one of the most important results in the analysis of
the relation between the growth of the modulus of a holomorphic function and the number of
its zeros. We will see its applications in the next section.

Theorem 8.16. (Jensen’s formula) Let r > 0 and let f be holomorphic in a ngbh of D(0,r).

Let z1, ..., z, be the zeros of f in D(0,r), counting multiplicity. Assume that f does not vanish
at the origin. Then
1

n r 21 )
oz (0 +1oe ]| 1 = - /0 log | f(re®| do . (8.5)
j=1"

Moreover, setting n(t) = {number of zeros of [ in D(O,t)}, for0<t<r, then

r 2 ‘
log|f(0)|+/0 nit)dt:;ﬂ/o log |f(re™®)| df . (8.6)

Proof. We begin with (8.5) and observe that it holds true if f does not vanish in D(0, ) since
log|f(z)| is then harmonic and by the mean value property

1 2m )
08 |0 = 5 [ logl (7o,

Assume now that f has exactly one zero z; = re'®' on the circle {|z| = 7} (and none in the
interior). Then, we consider g(z) = f(z)/(z — z1) and apply the mean value property to the
harmonic function log |g| and obtain

1 27 , . .
log|g(0)| = 27r/0 <log \f(re“g)\ —log ]rele — 7’6191|> do.

Since log|g(0)| = log|f(0)| — logr, we have

1 [27 , A A
log|f(0)] = by /0 (log ]f(rew)| — log |re®® — rett |) df + logr
1 2 ) 1 2 ) )
=5 / log | f(re'?)| do — — / log |re® — ret?t| df + log r
™ Jo 2 0

1 2w i) 1 2w 0
= — log |f(re™|df — — log |1 —e"|db,
2w 0 21 0

using the periodicity of €. Since from Example 5.23 we have

1 21 )
/ log |1 —e“|dg =0,
2 0

(8.5) holds also when f has exactly one zero on the circle {|z| = r} and none in the interior.
By induction? one can easily see that the conclusion holds also when f has exactly n zero
Z1,...,2n on the circle {|z| = r} and none in the interior.

Suppose now f has zeros zi,..., 2, inside or on the circle {|z| = r}. Define

F(z) = f()]]

i r(z—zj)

2 _ 5
T _Z]Z

IMake sure you agree with this assertion.
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Then F is holomorphic in a nbgh D(0, ) of and has no zeros inside the disk D(0,r). Moreover,
|F(2)| = |f(2)| on the circle {|z| = r} (see Exercise 1.4), then

1 2m )
o8 |P(O)] = 5 [ logl (7| o,

while .
T
PO = 1O ]
=1 A
This proves (8.5).
In order to prove (8.6) observe that, we may assume 0 < |z1| < |z2] < -+ |z,| and we set
ro=0, rj=|zl forj=1,....n, rpp1=r,

then n(t) = j for t € (rj,7j41), j =0,...,n. Therefore,

n

[T ) P N R ()

7j=1

This proves (8.6), hence the theorem. 0O

8.5. Entire functions of finite order. In this part we study the relation between the growth
of the modulus of an entire function and the distribution of its zeros. We begin by introducing
the notion of order of an entire function.

Definition 8.17. An entire function f is said to be of finite order p, 0 < p < 400, if
p=inf{A>0: sup |f(z)| = (’)(e’"k) asr — +oo} .

Z|=Tr

If there exists no finite A > 0 such that supy,|—, [f(2)| = (’)(eM), f is said to have infinite order.
We will write ord(f) = p, 0 < p < 0.

Notice that for an entire function f of finite order p we also have the identity to
=inf{\ >0: there exist A,B >0 : [f(z)| < APl for all 2 € C}.

A few examples are now in order.

(1) Polynomials have order 0. For, let N be the degree of p(z). Then

Ip(2)] < CrVN < Ce™ as r — +00
for all € > 0, and a suitable constant C; > 0.
(2) The exponential e* has order 1, and more generally, e*" have order n:
‘ez"| — eRez” < €|z|" < er"

and no smaller power of r would suffice.
(3) sin z, cos z, cosh z, sinh z have order 1.
(4) exp{exp z} has infinite order.
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Definition 8.18. Let {z;} be a sequence of non-zero complex numbers. We call exponent of
convergence of the sequence, the positive number b, if it exists,

“+00
. 1
b:ll’lf{p>03§z1|2]|p<+00}

Notice that {n} has exponent of convergence equal to 1.
The next result relates the growth of the zeros of an entire function to its order.

Theorem 8.19. Let f be an entire function of finite order p > 0. Then, its zeros {z;} different
from O have finite exponent of convergence b such that

b<p.

Proof. We may assume that f(0) # 0. For, otherwise we write f(z) = zFg(2), where g is entire
and ¢g(0) # 0 and ord(g) = ord(f), as it is easy to check. Moreover, we may assume that
0< ‘Zly < |2’2‘ < .-

Recall that we denote by n(t) the function n(t) = {number of zeros of f in D(0,t)}. Notice

that ) ) )
T T t T t
n(r)long/ n(tr) dtg/ ni)dtg/ ni)dt.
r r 0

Therefore, by Jensen’s formula (8.6), since f is of order p, for any ¢ > 0,

n(r) < — /027« ) gy < c(/:ﬂ log | f(2rei®)| do — 1og|f(0)y)

~ log2 t
2m
< C(/ log (Ae(27")p+6) df — log f(O)\)
0
< CrPte,

for r large enough. If we choose r = |z;| we have
j <n(r) <Crete = C|z)P7e.

Therefore, for every A > 1

+o0 1 +o00 1
— < — .
Z 2, Moe) = CZ 7 < o0
]:1 J jzl
Then, the exponent of convergence b of {z;} is such that

b<Ap+e)
for all A > 1 and € > 0; hence b < p, as we wished to prove. O

Theorem 8.20. Let {z;} be a sequence of non-zero complex numbers having exponent of con-
vergence p1. Then, there exists a positive integer p such that the Weierstrass product

+oo
1 EG/z.p)
j=1

converges, uniformly on compact sets, to an entire function.
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Proof. If p+ 1 > py, the series ;;O?(l/]zj [P*1) converges. Then, j:of(]z|/|z] [P*1) converges
for every z € C and therefore, by Thm. 8.9, j:“f E(z/zj,p) represents an entire function. O

Definition 8.21. Let {z;} be a sequence of non-zero complex numbers having finite exponent
of convergence. Then the Weierstrass product

+oo
11 EG/2.p)
j=1

is called a canonical Weierstrass product, and the smallest integer p such that

+00 1
Z ’z . ’P—i—l < +OO
j=1""

is called the genus of the canonical product.

Remark 8.22. Notice that, if {z;} has finite order of convergence b, then its genus p is such
that:

- if b is not an integer, p < b < p+ 1;

- if b is an integer, then p = b if Zj:(xf (1/%]%) diverges, and p = b — 1 if Z;“:“f (1/121%)
converges.

Next we determine the order of a Weierstrass canonical product.

Theorem 8.23. Let {z;} be a sequence of finite order of convergence b. Then the canonical
Weierstrass product has finite order b.

Proof. From Thm. 8.19 we know that ord(f) = p > b. Then, it suffices to prove that p < b and
in particular that

+00
log | [T B(z/2,p)| < €21
j=1
for some constant C' > 0 and all € > 0. Now,
+o0 +o00
tog| [T B(/2,0)| = > 10g | E(=/2,)]
j=1 J=1
and for |z| = r we decompose the sum as

“+o00
Zlog‘E(z/zj,p)} = Z log‘E(z/zj,p)‘ + Z log‘E(z/zj,p)‘ =21+ X,
Jj=1 |z5|<2r |zj|>2r
We begin with ¥5. We observe that, for |w| <r <1 we have
|w‘p+1

—T
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For,
P Foo Wk
loglE(w,p)lZRe(log(l—w)+w+---+;):Re(f > ?)
k=p+1

+o0
< ‘w’p+1z ’r‘k < ‘w|p+1'
- k,0k+p+1_1_7"

Therefore, for |z| = r and |z;| = 75,

Y9<2 Z ‘z/zj|p+1 <2 Z (r/rj)p+1.

|zj|>2r ri>2r

Now, recalling that p < b < p+ 1, if b = p + 1 we immediately have X5 < Crb. If b < p+ 1, let
€ > 0 be such that b+ ¢ < p+ 1, then

Yo <2 Z (T‘/Tj)b+€ < opbte

Tji>2r
Hence, in either case
Yo < CrPFE. (8.8)
The estimate companion of (8.7) that we need is, for |w| > r,
log |E(w, p)| < Cplw|™>P<) (8.9)

For, if p > 0,

P p k
log |[E(w,p)| = Re <log(1 —w)tw+---+ %) <log (1 + |wl) +Z|wk| < Clwl|?,
k=1

while, if p = 0, log|E(w,p)| < log (1 + |w|) < C|w|*. Therefore, recalling that p < b so that
max(p,e) < b+ e,

¥ < Z log‘E(z/zj,p)‘ <C Z (r/rj)bJrE

|z <2r r;<2r
<ot ST (1/r)"E < ot (8.10)
r;<2r
The conclusion now follows from (8.10) and (8.8). O
In the case of entire functions of finite order it is possible to refine the description contained

in the Weierstrass factorization theorem.

Theorem 8.24. (Hadamard’s Factorization Thm.) Let f be an entire function of finite
order p and let p be the genus of its zeros {z;} different from 0. Let k be the order of zero of at
the origin. Then

+00
f(z)= Zke9(2) H E(z/Zj,p)
j=1
where g is a polynomial of degree < p.
Key technical fact needed in the proof of Hadamard’s theorem is the following estimate from
below for the modulus of a canonical Weierstrass product.
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Lemma 8.25. Let {z;} be a sequence of finite order of convergence b and let p be the genus of the
canonical product H;r:“f E(z/zj,p). Then, for z outside the closure of the disks D(zj,|z;|7P~!)
we have

b+e

+o0o
T EG/zp)]z e,
j=1

for all v sufficiently large.

We also need the following result.

Lemma 8.26. Suppose g is entire function and u = Re(g) satisfies u(z) < Cr® whenever
|z| = r; for a sequence of positive real numbers {r;} that tends to infinity. Then g is a polynomial
of degree < s.

For the proofs of these lemmas we refer to [SS], Lemma 5.3 and 5.5.
Assuming these lemmas, we prove the theorem.

Proof of Thm. 8.24. By the Weierstrass factorization theorem it suffices to prove that g is a
poynomial of degree < p, where

eg(z) — f(Z) )
2k H;r:“f E(z/zj,p)

Consider the circular projections of the circles D(z;,|z;|7P~!) onto the positive real axis,
obtained by rotating them about the origin and taking the intersection with the positive real
axis. These projections have lenght 2|z;| 7P~ and their sum is < Z;;Of 2|z;| 7P~ < +oo.

On these sets we have

|eg(z)| — f(Z)
T2 E(2/2,p)

pte
e’

rp+b+2s

———<e
rke—rtte — ’

IN

for r sufficiently large, € > 0.
Therefore, on these sets, when |z| =17, j = 1,2..., where r; = |z;|, we have

eReg(z) < Cerp+5/ 7
that is, Reg(z) < P+’ when |z| =7, 7 =1,2.... This implies that g is a polynomial of degree

< p+¢, for all ¢ > 0, that is, the degree of g is < p, as we wish to prove. O

8.6. Exercises.

8.1. Show that [[;/>] |1+ 4/n| converges while [],/>5 (1 + i/n) does not converge.

8.2. Show that the infinite product (1 + z) [ (1+ 22") converges for |z| < 1 and does not
converge when |z| > 1. Show that, for |z| < 1, the product equals 1/(1 — z). [Hint: Induction.]
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8.3. Show that
oo

422
COSTTZ = H (1 — W) .
n=1

Find a factorization for sinh z and cosh z.

8.4. Let f be an entire function and n a positive integer. Show that there exists an entire
function h such that h™ = f if and only if the orders of the zeros of f are all divisible by n.

8.5. Let f, g be entire functions.

(i) Show that there exist entire f1, g1 and h such that f = hf;, g = hg; and f; and ¢g; have
no common zero.

(ii) For f, g and h as above, show that there exist entire functions A and B such that Af+ Bg =
h. [Hint: Mittag-Leffler.]

8.6. Let {f,} be a sequence of holomorphic functions on a given domain 2. Suppose that

:;3 fn converges uniformly on compact subsets of 2 to f.
(i) Show that

5 enee)
k=1 ntk

converges uniformly on compact subsets of 2, and that such limit equals f’.
(ii) Suppose that f is non-zero on a given compact set K C ). Show that

HONRSYAD
)~ 20

and that the convergence is uniform on K.

8.7. Show that if f is an entire function for which
sup | f(z)| < Cr"

|z|=r

for some integer n and all > 0, then f is a polynomial.

8.8. Show that if f is an entire function of finite order p and we write M(r) = supj,, |f(2)],
then
) log log M (r)
= limsup —————=.
r—+00 logr

8.9. Given entire functions f, g of finite order ord(f), ord(g) resp., show that f+ g and fg have
finite order < max (ord(f),ord(g)). Moreover, if ord(f) # ord(g), show that ord(f + g) =
max (ord(f),ord(g)).
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8.10. Show that f is an entire function of finite order p if and only if f’ is an entire function of
finite order p.

8.11. Let f(2) = e — 1. Find the zeros {z;} of f and determine the exponent of convergence,
if it exists finite, of {z;}.

8.12. Determine the exponent of convergence, if it exists finite, of the sequence of points {m-+in :
n,m € Z, (m,n) # (0,0)}.
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9. ANALYTIC CONTINUATION

In this section we analyze a phenomenon that is peculiar of analytic functions, as a conse-
quence of the identity principle; once a holomorphic function is assigned in a ngbh of a given
point, its values are uniquely determined in its natural region of holomorphicity.

9.1. The monodromy theorem. Let f be a holomorphic function in a ngbh of zg. Then f
admits power series expansion in disk D(zp,79) and we say that f is analytic in that disk. If
21 € D(z0,70), then f admits power series expansion in a disk D(z1,71), and it is well possible
that D(z1,71) € D(20,70). We have the following.

Definition 9.1. Let D(zp,79), D(z1,71) be as above, and let fy, fi be the analytic functions
given by the power series expansion centered at zg and z; resp.

Then we call each pair (fo, Do) and (f1, D1) an analytic element and say that (f1, D1) is direct
analytic continuation of (fo, Do).

Notice that, in the above situation, i.e. with fo = fi on Dy N Dy, setting

B fo(z) z € Do
fz) = {fl(z) z€ Dy,

we obatin a holomorphic function on Dy U D;.

Now we want to define analytic continuation along paths. We call path the (image of) an
injective continuous function

v :la,b] — C.

Let 7 : [a,b] — C a path and let ap = a < a; < --- < a, = b be a partition of [a,b]. We say
that the sequence of disks {Dy, D1, ..., D,} is connected along = if ’y([aj, aj+1]) C Dj. In this
case, Y(aj4+1) € DjN Djiq.

Definition 9.2. Let (fo, Dg) be an analytic element, {Dy, D1,...,D,} a sequence of disks
connected along a path . A sequence of pairs

{(f0. Do), (f1,D1),...,(fn,Dn)}

is called analytic continutation of (fo, Do) along ~y if (fj11, Dj11) is direct analytic continuation
Of (f]7DJ) fOI'j = 07"'771’* 1

Theorem 9.3. Let {(fo, Do), (f1,D1),...,(fn,Dn)} be an analytic continuation of (fo, Do)
along . Suppose that go = fo in a ngbh of zp, with zy = y(a), and that {(go, Eo), - - -, (9m, Em)}
is an analytic continuation of (go, Ep) along 7.

Then (Gm, Em) is direct analytic continuation of (fn, Dy).

Proof. Assume first that each E; has the same center as D;, j = 0,1,...,n=m. Then fy = f1
on DyN Dy and gg = g1 on Ey N Ejy.

The holomorphic function f defined by fo on Dy and by f; on D; coincides with the holo-
morphic function g defined by gy on Ey and by g1 on E; on (Dy U D1) N (Ey U Eq), which is
connected and non-empty, since y(a1) € Do N Dy N EgN Ey. Then, f; = g1 on D1 N FEy, i.e.
(91, 1) is direct analytic continuation of (f1, D1). Now we proceed by induction to prove the
statement in this case.
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Next we show that the continuation is independent of the choice of the partition on 7. Since
given any two partitions there exists a common refinement, it suffices to prove that the continu-
ation is independent of whether it is done with respect to a given partition or to any refinement
of the given partition.

Let then {Dy,...,D,} be connected along v, a9 = a < a1 < --+ < a, = b being the
corresponding partition of [a,b]. Let ap =a < a1 <--- <aj <ay <aj41 <---<a, =bbea
refinement. Consider the analytic continuations

{(fO’DO)v (thl)v sy (fnaDn)}
and

{(907 E0)7 (glu El)a B (gjv E])) (g*v E*)a (gj+17 Ej+1)7 ) (gn, En)} )
with fo = go in some ngbh of zy. From the first part of the proof we have that (gx, Fy) is direct

analytic continuation of (fy, D), for k < j.
Next, since g, = gj on E, N E; and f; = g; on D; N K}, it follows that
g*:fj OnDjﬁEjﬂE*,
where D; N E; N E, is non-empty since it contains y(a.). Finally, we repeat the first part of the
proof on the portion of v from a, to a, =b. O

Theorem 9.4 (Monodromy theorem). Let Q2 be a domain, f a holomorphic function in a
ngbh of zo € Q). Let v,0 be two paths from zy to wg € 1, contained in 2. Suppose that

(i) v is homotopic to o in ;
(ii) f can be analytically continued along any path in ).
Let (fy, D), (fo, Ds) be the analytic continuation of (fo, Do) along v and o, resp. Then fy = f,
i a ngbh of wg.
Proof. Let ¥ be a homotopy of v with o, i.e.
U [a,b] x [0,1] — Q
with ¥ continuous, ¥(-,0) = v, V(1) = o, ¥(a,s) = 2y, ¥(b,s) = wy for all s € [0,1], and
U(-,8) =75 a path for all s € [0, 1].
Let
A= {s €[0,1] : fg(.s) = fy in some ngbh of wo}.
We wish to show that: (i) A is open and non-empty in [0, 1] and (ii) closed in [0, 1]- thus showing
that A = [0, 1]; hence the theorem.
(i) A is clearly non-empty. Let so € A, sop > 0. Let Dgy, D1,...,D, be connected along

U(-,80) = 7vs, and let {(f, Do), (f1,D1),...,(fn,Dn)} be an analytic continuation along ~s,
(which exists by the hypothesis on f). Let

eo = dist <730([a,b]), (DoU---U Dn)c> .

Let 9 > be such that [U(-,s) — U(-,50)| < 0/2 for |s — 59| < dp. This implies that (f,., Dy,) is
direct analytic continuation of (fn, , Dn,, ). Then, it follows that (so — do, so + do) € A.

(i) Let s, € A, k =1,2,..., and let s — s,.. Let (fi, Ds) be analytic continuation of (f, Do)
along vs, = U(-, s,). Again, let

e = dist (. ([a, b)), (Eo U+ U Bn)°)
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where Ey, ..., E,, are connected along 7, and f. is the holomorphic function defined by the
analytic continuation along 7s,. Let ko be such that for k > ko [U(-, s;) — (-, s5,)| < /2.

We wish to show that f. = f, in a ngbh of wy. As before, (fs, Ey) is direct analytic continu-
ation of ( frs, > EnSk), for k > kg. The desired conclusion now follows. O

9.2. The gamma function. The subject of this and of the next section is to introduce probably
the two most famous and studied non-elementary functions: the Euler gamma function I'(z) and
the Riemann zeta function ((s).

Definition 9.5. For Rez > 0 we set
—+oo
I'(2) —/ t*le~tat.
0

We first state a general result about the holomorphicity of functions defined by integrals. For
its proof we refer to [L].

Proposition 9.6. Let I be an interval on the real line R and let A C C be an open set. Let
F =F(z,t): Ax I — C be continuous. Furthermore assume that:

(i) for every compact set K C A the integral

/IF(z,t) dt

exists finite (possibly as an improper integral) uniformly for z € K;
(ii) the function A > z — F(z,t) is holomorphic in A, for allt € I.
Then, setting

f(z)= /IF(z,t) dt

f is holomorphic function on A and
f'(z) = /8ZF(z,t) dt.
I

Theorem 9.7. The function I'(z) is holomorphic for Rez > 0. Moreover, it can be analytically
continued in the domain Q = C\ {0,—1,—2,...}. At the non-positive integers z = —n, with
n=0,1,2,..., the function T'(z) has simple poles with residues (—1)"/n!.

Proof. 1t follows from the previous proposition that I'(z) is holomorphic for Re z > 0, since for
t >0, [t?| = t* so that the integral defining I'(z) converges absolutely.
Next we notice that, integrating by parts we have

+oo b
/ e tdt = lim / t* et dt
0 a—01,b—+0c0 J,

1 b1 b
“tPet +/ t?etdt
a z a

= lim
a—0t,b—+oco 2

1 [t
= / t?e~tdt.
< Jo
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Notice that we have obtained the identity

2I(z) =T(z+ 1), (9.1)
valid when Re z > 0.
The expression % 0+°o t?e~tdt on the right hand side above defines a function holomorphic

on {Rez > —1} \ {z = 0} that coincides with I'(z) on the set {Rez > 0}. Hence, the function
I’ can be analytically continued on the set {Rez > —1} \ {z = 0}.
Assume by induction that, for n > 2,

o
I'(z) = t=rn=let gt

1 +
z(z+1)---(z+n—1)/0

for z € {Rez > —n}\ {0,—-1,...,—n+1}.
Arguing as before, integrating by parts again we obtain

1 +Oozn—t
F(Z):z(z+1)---(z—|—n—1)(z+n)/0 et dt

= (ﬁzij>1“(z+n+l),

J=0

for Rez>-n—1and z2#0,—-1,...,—n.
This shows that, I'(z) is holomorphic for z € C\{0, -1, —2,... }. Moreover, in the non-positive
integers I' has simple poles with residues given by

1 Feo
lim (z+n)I'(z) = lim (2 +n) H / et dt
0

z2——n z2——n =0 m z+7
1 oo
= H / e tdt
7=0,...,n J=nJo
_1)»
_ =V
n!

In the next proposition we collect a few facts that emerged from the previous proof.
Proposition 9.8. Let Q = C\{0,—1,—2,...}. The gamma function I'(z) satisfies the following
properties:

(i) 2I(z) =T(2+ 1) for all z € Q;
(ii) T(n+1) =nl;
(i) T'(1/2) = /.
Proof. Equation (9.1) gives (i).

Since I'(1) = 1, (ii) follows from (i) inductively.

Condition (iii) follows from the well-known identity fj;o e P24t = /7 and the change of
variables x = v/t. O
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Theorem 9.9. Set 7 be the (positive) constant'® given by the equality
—+00 1\ -1
el = H (1 + —> el/m . (9.2)
n
n=1

Let Q =C\{0,—1,-2,...}. Then, for all z € Q,

e~z T -1

riz)=<—T1] (1 + %) e/ (9.3)

z

Proof. We begin with some remark on the constant 7. We know that the infinite product
converges, and by taking the logarithm on both sides of (9.2) it follows that

1 1
~v = lim (1+§+'--—|—f—logn). (9.4)
n

n—-+oo
Let G(z) be the function on the right hand side in (9.3), that is,
e I

6= II(1+])

We wish to show that G =T on (.
Consider the (canonical) Weierstrass product

+o0

H(z)= H(l%—%)e_z/".

n=1
Then H is an entire function having simple zeros at the negative integers. Therefore, 1/H is a
meromorphic function having simple poles at the negative integers. Then,
e * e F e *

= = lim
ZH(Z) an—i:ol (1 + %)e*z/k n——+oo ZHZ:I (1 —+ %)e‘z/k

li e ® . 1 z\ 1 z/k
= dm S TI0 ) e

e V% n kez/kz

= lim
n—-+oo 2 k*lz+kj

e*'yzn!e(l-l—%-&-"'-‘r%)z
lim
n—+oo z(z 4+ 1)+ (z+mn)

1+%+---+%7log n)z

‘ o nle(lH3++1)z
= lim
n—+0co 2(z+1)---(2+n)

n!n?

.
n—l>Ifooz(z+1)--~(z~l—n)’

where we have used (9.4). The convergence is uniform on compact subsets of 2, as it is easy to
check.

107 is called the Fuler-Mascheroni constant.
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Therefore, uniformly on compact subsets of Q, G(z) = lim,,—, 4o gn(2), where

nln®

z+1)-(z+mn)

On the other hand, we now make the following claims:
(C.1) T'(z) = limy— 4+ fn(2) uniformly on compact subsets of {Re z > 0}, where

ful(z) = /n (1 — z)nt'z*1 dt ;
0 n

xT

(C.2) for x> 1,
nin

@t+1)--(@tn)

fn(@) = -
(C.3) fn(x) = gn(zx), for = > 1.

These three facts imply that I'(z) = G(z) for z = x and = > 1; hence the desired conclusion.
Thus, we prove the claims.

In order to prove (C.1) notice that, for 0 <t <n

(-t
n

it suffices to recall that, for 0 < s < 1, log(1 —s) = — ZZ;’? sk. Hence, we can use Lebesgue’s
Dominated Convergence Thm. to obtain the conclusion.

(C.2) follows easily by integrating by parts since, for z > 1, the boundary terms vanish:
n t\n—1
(1= 2) e
0

" t\"™ 1 t\™
/ (1— —) ol dt = —(1— —) e
0 n T n 0 nx n
_ n(n-1) /n (1 _ £>n72tm+1 gt
n?z(x +1) J, n

n! "
= / Tt gy
ntx(x+1)---(x+n-1) Jy

T

n

nln
z(z+1)--(x+n)
Finally, (C.3) follows from (9.5), and we are done. O

Corollary 9.10. For all z € Q we have

™
I'z)I'(l —2) = .
()T ?) sinmz
Proof. It follows from the Thm. that
—yz T -1 vz T0 -1
[(2)0(—z) = & <1 n E) e C (1 _ E) o—2/n
z n —z n
n=1 n=1
oo 2, —
1 1
=511 (1 - %)
z n
n=1
B T
zsinmz
Therefore, —2I'(2)['(~2) = 5", and the conclusion follows from Prop. 9.8 (i). O
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10. THE RIEMANN ZETA FUNCTION AND THE PRIME NUMBERS THEOREM

10.1. The Riemann zeta function. The Riemann zeta function is defined as
+00 1

()= —. (10.1)
n=1

Since for z = x + iy, |1/n*| = 1/n", so that the series converges for all z with Rez > 1.
We now emphasise the relation between the gamma and the zeta function.

Proposition 10.1. For Rez > 1 we have

+o00

C(2)T(2) = / (et —1)~ 1= tar.
0
Proof. Making the change the variables ¢ = nu we see that, when Rez > 0,
+oo
I'(z) = nz/ wF e du
0

Therefore, when Rez > 1,

C(2)T(2) = io L) = f / T et gy
n=1 n n=1 0

+oo
:/ (er = 1)1z tar.
0

The last equality follows since

+oo +oo
Z |tz—le—nt| _ Zt:v—le—nt _ (et o 1)—1ta:—1 ’
n=1 n=1

which is absolutely integrable in ¢ on (0, +00), for x > 1. O

We wish to use the identity in Prop. 10.1 to analytically continue the zeta function to a larger
domain.

Theorem 10.2. The zeta function can be analytically continued to be meromorphic in plane
with a simple pole in z = 1, with residue 1. Moreover, for —1 < Rez < 0 it satisfies Riemann
functional equation

C(2) = 2(2n)*7'T(1 — 2)¢(1 — 2) sin(72/2) . (10.2)
Proof. Notice that, the function (! —1)~! —¢~! remains bounded in a ngbh of ¢ = 0. Therefore,

the integral
/1< : 1 1) 1 g
0 et —1 t

converges uniformly for z in compact subsets of {Re z > 0}.
Hence, by Prop. 10.1,

+00
C(2)T(2) = /0 (et — 1)~ 1=t at

1 1 1 1 1 too pz—1
= —— |7 dt dt. 10.
/0<et—1 t> +z—1+/1 et —1 (10:3)
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The right hand side makes sense for Rez > 0 and z # 1, so we can extend ((z) by setting

¢(z) =T(2)'R(2),

where R(z) denotes the right hand side in (10.3), for {Rez > 0, z # 1}.
Next, suppose 0 < Rez < 1. Then,

1 too
= - / t*72dt,
z—1 1
so that identity (10.3) becomes

C(2)(2) = /(]m(et 1_ [ 1>t‘z_1dt, (10.4)

which is turns can be written as, for 0 < Rez < 1,

1 1 1 1 1 +oo 1 1
I'(z) = — S+ tdt - — — =) ldt. 10.
C(=)T() /0 <et—1 t+2) 2z+/1 <et—1 t> (105)

Now, both integrals converge when —1 < Rez < 1, z # 0. Then equation (10.5) can be used to
define ((z) when —1 < Rez < 1, z # 0, and actually also for z = 0, since in order to define ((z)
one must divide the right hand side in (10.5) by I'(z) that has a simple pole at z = 0; hence
1/T'(2) has a simple zero. This allows to see that the zeta function is actually regular at z = 0.

This fact, combined with its original definition, shows that ((z) can be defined in {Rez >
—1, z # 1}, having a simple pole in z = 1.

We now claim that, for —1 < Rez < 0,

(C1) ((2)T(2) :2/0+o°<+§ M)tgdt;

n=1

400 sF+00 1 1 “+oo 2
.2 — |t*,dt = (27)* (1 — ——dt;
€2 [T (Sargm ) a=en- [ g

+o0o t7 T
(03) 0 m dt = 5 SeC(ﬂ'Z/Q) .

Assuming the claims for now, using Cor. 9.10 we obtain (10.2). For, if -1 < Rez < 0,

C(2) = —2(2m)c(1 - )7 sec(rz/2)

I'(2) .
_ Wg(%)z—lm — 2)5 sec(rz/2)
_ D = 2)2sin(me/2) cos(m2/2) o o141 - )T see(ms/2)
. 2

=2(27)* 7 'T(1 — 2)¢(1 — 2)sin(7z/2).

Notice that the right hand side is analytic for Re z < 0. Thus, we may analytically continue
¢ to the whole left-half place; hence to all of C, taken away z = 1, its only pole.

We only need to prove the claims. For them, we momentarly refer to [C], p. 191-192.

This concludes the proof. O
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We now draw some conclusions from Riemann functional equation (10.2). Since I'(1 — z) has
simple poles at z = 2,3, ... and ((z) is regular at those points, we must have

(1 —z)sin(rz/2) =0

for z = 2,3, ... Since sin(7z/2) has simple zeros at the even integers, ((1—z) = 0 for z = 3,5, . ...
Hence,

C(z)=0 for z=-2,—4,....

In the same way, we see that the zeta function has no other zeros outside the critical strip
{0 <Rez <1, z#1}.

The zeros z = —2,—4, ..., are called the trivial zeros for the zeta function.
The Riemann Hypothesis. The zeros of the zeta function in the critical strip all lie on the

line Rez = %

Theorem 10.3. (Euler’s Theorem) If Rez > 1, then

—+00

) =1]]

n=1

1
1—pp*’

where {p,} is the sequence of prime numbers.

Proof. We first use the geometric series to write

. f
— = p;mz ]
1- Dn m=0

Next,
1 n +oo
_ —mz
I =-1>n
k=1 k k=1m=0
+o00o
_ —Z
=D
j=1
where the sum is over the integers ni,ns,... that can be factored in terms of the primes
P1, P2, - - -, pn alone. Letting n — 400 we obtain the conclusion. O

The product expansion for the zeta function is usually written as

)= ]I (1 - pls)_l Res > 1. (10.6)

p prime

Equation (10.6) is called Euler’s formula.

Notice that the argument in the previous proof also shows that the product of the factors
ﬁ for the first k£ primes p1,...,p, equals

n

1

i =
k=1 Pk J=1

+oo
1

—,

1
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where the sum is over the integers ni,ns,... that can be factored in terms of the primes
P1,P2,--.,Pn alone. By passing to the limit for n — 400 we see that
+oo
1 1
11 -1 > =+
p prime p n=1

Hence, there have to be infinitely many prime numbers.

10.2. The prime numbers theorem. The theory of the zeta functions can be used to estimate
the number of primes that are less or equal to a given positive number z. For x > 0, set

7(x) = number of primes < z.

Theorem 10.4. For x — +00 we have
T

()

~ logz
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